
of the ASME 
HEAT TRANSFER DIVISION 

Chair, G. P. PETERSON 
Vice Chair, W. A. FIVELAND 

Past Chair. 0. A. PLUMB 
Secretary, J. H. KIM 

Treasurer, L. C. WllTE 
Technical Editor. J. R. HOWELL (2000) 

Associate Technical Editors, 
P. S. AYYASWAMY (2000) 
C. BECKERMANN (2001) 

R. D. BOYD (1999) 
G. M. CHRYSLER (2000) 

B. T. F. CHUNG (2001) 
R. W. DOUGLASS (2000) 

J.-C. HAN (2000) 
D. A. KAMINSKI (2001) 

M. KAVIANY (1999) 
R. L. MAHAJAN (2001) 
A. MAJUMDAR (2001) 
M. P. MENGUC (2000) 

R. A. NELSON, JR. (2000) 
T. TONG (1999) 

D. A. ZUMBRUNNEN (2001) 

BOARD ON COMMUNICATIONS 
Chairman and Vice President 

R. K. SHAH 

OFFICERS OF THE ASME 
President, W. M. PHILLIPS 

Executive Director, 
D. L. BELDEN 

Treasurer, 
J. A. MASON 

PUBLISHING STAFF 
Managing Director, Engineering 

CHARLES W. BEARDSLEY 
Director. Technical Publishin 

PHILIP Dl VIETR~ 
Managing Editor, Technical Publishing 

CYNTHIA B. CLARK 
Managin Editor, Transactions 

C~RNELIA MONAHAN 
Production Coordinator 

JUDITH SIERANT 
Production Assistant 
MARISOL ANDINO 

Transactions of the ASME. Journal of Heat Transfer (ISSN 
0022-1481) is publtshed quarterly (Feb.. May. Aug., Nov.) for 

$240.00 per year by The American Soclety of Mechan~cal 
Engtneers. Three Park Avenue. New York. NY 10016. 

Periodtcals postage paid at New York. NY and additional 
mailing offtces. POSTMASTER. Send address changes to 

Transactions of the ASME. Journal of Heat Transfer, c/o THE 
AMERICAN SOCIETY OF MECHANICAL ENGINEERS. 22 Law 

Unve. Box 2300, Fairfield. NJ 07007-2300. 
CHANGES OF ADDRESS must be rece~ved at Soclety 

headquarters seven weeks before they are to be effective. 
Please send old label and new address. PRICES: To 

rnemben, $40.00, annually. to nonmembers. $240.00. Add 
$40.00 for postage to countries outside the United States and 

Canada. 
STATEMENT from By-Laws. The Society shall not be 

responsible for statements or opinions advanced in papers or 
. . . printed in its publications (87.1, Para. 3). COPYRIGHT 
a? 1988 by The American Society of Mechanical Engineen. 
Authorization to photocopy material tor internal or personal 

use under circumstances not failing wlthin the fair use 
provisions of the Copynght Act is granted by ASME to 
libranes an0 other usen registered wlth the Copynght 

Clearance Center (CCC) Transactional Reporting Serv~ce 
provtded that the base tee of $3.00 per artlcle 1s pald directly 
to CCC. 222 Rosewood Drive. Danvers. MA 01923. Request 

for spectal permlsston or bulk copying should be addressed to 
ReprintsdPermission Department INDEXED by Applted 

Mechanics Rev~ews and Engineering Information. Inc. 
Canadian Goods B Services Tax Reg~stration 1126148048. 

Journal of 
Heat Transfer 
Published Quarterly by The American Society of Mechanical Engineera 

VOLUME 120 NUMBER 3 AUGUST 1998 
637 Editorial 

HEAT TRANSFER GALLERY 
!sa H l M t T r a ~ Q a l ~  

C. 1. AvedWan '1 
539 l m p a c t a n d 8 d ~ d M d t e n - M e t a l ~ o n E k o t r o n l c ~  

J. M. Waldvogel, Q. Divedev, D. Poullkakos, C. M. Megaridis, D. Attlngw, B. Xlong, 
and D. B. Wallace 

540 Flame-Vortex Interactions in a Countdlow Bumar 
I. W h i m ,  J. R. Oord, J. M. Donbar, R. D. Hanooak, W. M. Roquemom, 
Q. J. Fhhtner, C. D. w, K. D. Grinstead, Jr., V. R. Katta, and J. C. Rdon 

541 Swiri DisMbution Effects on the Structure d Lean Pmmixd Flamw Udng PLlF DIagnoaiw 
M. Blrouk and A. K. Gupta 

542 Enroute to Convection: Breakup of Conduction Layw 1 
D. K. Mukhefjw and V. Prasad ~ ~ 

543 Direct Numerical Simulation of Rlm Bolllng 
D. Juric and Q. Tryggvaclon 

544 Soot SMl  sttwtum of Fuel Droplet Flames In Mlcrogravity I 
C. T. AvedWan, B. J. Callahan, and G. S. Jackson 

545 Visualization of Flow FieIda Near a Bubble in a Temperaturn Qradknt 
N. Rashidnla and M. Kaweml 

1148 UquM Jet Impingmmt Udng Visualization 1 
S. C. Ar/ocu and J. A Uburdy 1 

TECHNICAL PAPERS 

1997 Max Jakob Memorial Award Lectum I 

547 ltba Monte Cark Method in RafWlve Heat Transfar 
J. R. Howell 1 

Ana&ticaI and Ejfperimental Techniques ~1 
561 htmcdw-Ptmto Method to Mea8um Vapor Volume Row Rate During Bdllng From a W h  

I m U  in Satumtd UquM 
C. N. A m m a n  and S. M. You 

568 S e d W t y  Analyds for -oal Property Mearummenb Udng thq P.riodk Method 
A. Haji-Sheikh, Y. S. Hong, S. M. You, and J. V. Beck 

C. Dim, D. E. Beeslay, and R. S. Figlida 
1 677 Frequency Response CharacterWca of an Active Heat Flux (jbgs 
I 

Conduction Heat Transfer I 
I 

883 Computation of Anbotropk Conduction Udng Un&ucturad Meshes I 
J. Y. Murthy and S. R. Mathur 1 

5W Exact Solution of Heat Conduction in Composb Materials and ~ppllcetiok to lnverro 
Problems 

C. Avilss-Ramos, A Haji-Sheikh, and J. V. Beck 

Forced Convection 
600 Effects of Temperature-Dependent Viscosity Variations and Boundary Conditions on Fully 

Developed Laminar Forced Convection In a Semicircular Duct 
T. M. Harms, M. A Jog, and R. M. Mangllk 

(Contents continued on OuQide Back Covei) 

This journal Is printed on add-- paper, which exceed8 the ANSI a.4S 
1992 spoclfioatlon for pennanenw of paper and library mclt.rklre nl 

1 @ 86% recycled conbnt, including 10% pomt-consumer f l h  I 

8 ;  

Downloaded 04 Feb 2011 to 194.85.80.107. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



(Contents continued) 

606 Two-Dimensional Modeling of Heat Transfer Through Sandwich Plates With lnhomogeneous 
Boundary Conditions on the Faces 

Y. Murer and P. Millan 

617 An Analytical Model for Turbulent Compression-Driven Heat Transfer 
F. J. Cantelmi, D. Gedeon, and A. A. Kornhauser 

624 Effect of Channel Orientation of Local Heat (Mass) Transfer Distributions in a Rotating 
Two-Pass Square Channel With Smooth Walls 

C. W. Park and S. C. Lau 

Natural and Mixed Convection 
633 Free Convection Limits for Pin-Fin Cooling 

T. S. Fisher and K. E. Torrance 

Boiling Condensation 

641 Near-Wall Microlayer Evaporation Analysis and Experimental Study of Nucleate Pool Boiling 
on Inclined Surfaces 

G. F. Naterer, W. Hendradjit, K. J. Ahn, and J. E. S. Venart 

Phase Change and Multiphase Heat Transfer 

654 The Effects of Sublimation-Condensation Region on Heat and Mass Transfer During 
Microwave Freeze Drying 

Zhao Hui Wang and Ming Heng Shi 

Combustion 
661 Numerical Modeling of Fire Walls to Simulate Fire Resistance Test 

Zhao-Fen Jin, Yutaka Asako, Yoshiyuki Yamaguchi, and Minoru Harada 

Porous Media, Particles and Droplets 
667 Flow and Heat Transfer Characteristics Inside Packed and Fluidized Beds 

C. C. Wu and G. J. Hwang 

674 Transient Heat Transfer From a Particle With Arbitrary Shape and Motion 
Zhi-Gang Feng and E. E. Michaelides 

682 Effect of Drop Deformation on Heat Transfer to a Drop Suspended in an Electrical Field 
M. A. Hader and M. A. Jog 

Heat Exchangers 

690 A Complementary Experimental and Numerical Study of the Flow and Heat Transfer in 
Offset Strip-Fin Heat Exchangers 

N. C. DeJong, L. W. Zhang, A. M. Jacobi, S. Balachandar, and D. K. Tafti 

699 Heat and Moisture Transfer in Energy Wheels During Sorption, Condensation, and Frosting 
Conditions 

C. J. Simonson and R. W. Besant 

Heat Transfer Enhancement 

709 Heat Transfer-Friction Characteristic Comparison in Rectangular Ducts With Slit and Solid 
Ribs Mounted on One Wall 

Jenn-Jiang Hwang 

717 Direct Numerical Simulation of Three-Dimensional Flow and Augmented Heat Transfer in a 
Grooved Channel 

M. Greiner, G. J. Spencer, and P. F. Fischer 

724 Heat Transfer in Turbulent Flow Past a Surface-Mounted TWO-~imensional Rib 
S. Acharya, S. Dutta, and T. A. Myrum 

Micro-Scale Heat Transfer 
735 Thermal Bubble Formation on Polysilicon Micro Resistors 

Liwei Lin, A. P. Pisano, and V. P. Carey 

743 Capillary Performance of Evaporating Flow in Micro Grooves: An Approximate Analytical 
Approach and Experimental Investigation 

G. P. Peterson and J. M. Ha 
(Contents continued on p. 632) 

Downloaded 04 Feb 2011 to 194.85.80.107. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



(Contents continued) 

Transient Thermocapillary Flows Induced by a Droplet Translating in an Electric Field 
Chun-Liang Lai and Wen-Lang Tang 

Theoretical Analysis of Thermocapillary Flow in Cylindrical Columns of High Prandtl Number 
Fluids 

Y. Kamotani and S. Ostrach 

Electronic Desorption of Surface Species Using Short-Pulse Lasers 
L. M. Phinney and Chang-Lin Tien 

TECHNICAL NOTES 
A Periodic Transient Method Using Liquid Crystals for the Measurement of Local Heat 
Transfer Coefficients 

J. W. Baughn, J. E. Mayhew, M. R. Anderson, and R. J. Butler 

Thermal Diffusivity Determination of High-Temperature Levitated Oblate Spheroidal 
Specimen by a Flash Method 

F. Shen and J. M. Khodadadi 

Effective Thermal Conductivity Model of Flame Spread Over a Shallow Subflash Liquid Fuel 
Layer 

M. Epstein and J. P. Burelbach 

Thermal Transport Phenomena in Turbulent Gas Flow Through a Tube at High Temperature 
Difference and Uniform Wall Temperature 

Shuichi Torii and Wen-Jei Yang 

Means to Improve the Heat Transfer Performance of Air Jet Arrays Where Supply Pressures 
are Limiting 

H. S. Sheriff and D. A. Zumbrunnen 

Enhancement of Saturated Flow Boiling Heat Transfer on Cylinders Using Interference 
Sleeves 

S. Madhusudana Rao and A. R. Balakrishnan 

A New Method for Tracking Radiative Paths in Monte Carlo Simulations 
B. M. Shaughnessy and M. Newborough 

Heat Transfer Coefficient Enhancement With Perforated Baffles 
S. Dutta, P. Dutta, R. E. Jones, and J. A. Khan 

Second-Law Analysis on Wavy Plate Fin-and-Tube Heat Exchangers 
W. W. Lin and D. J. Lee 

DISCUSSION 

Analysis of Matrix Heat Exchanger Performance, by G. Venkatarathnam and S. Sarangi- 
Discussion by V. Ahuja and R. K. Green 

ANNOUNCEMENTS 

NSFIASME Workshop-Announcement 

Visualization of Thermal Phenomena-Call for Photographs 

Change of Address Form for Subscribers 

Periodicals on ASMENET 

33rd National Heat Transfer Conference-Call for Papers 

1999 ASME Mechanics and Materials Conference 

Information for Authors 

632 1 Vol. 120, AUGUST 1998 Transactions of the ASME 

Downloaded 04 Feb 2011 to 194.85.80.107. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Journal of 
Heat Transfer 

Journal Activities 

This issue marks the completion of three years of my five-
year appointment as Technical Editor of the Journal, and it is 
timely to report on some Journal activities. 

This issue also marks the second year in which the Journal 
has published a section on Heat Transfer Visualization, and we 
intend to make this an annual event. Professor Tom Avedisian 
of Cornell University has taken the lead in organizing sessions 
at the IMECE each year at which authors present various forms 
of visualization, and the Journal is pleased that we can provide 
an outlet for the best of this material. 

Associate Editors Ted Bergman, Adrienne Lavine, Peter 
Simpkins, Satish Ramadhyani, and Manohar Sohal have com
pleted their three-year terms. A good Associate Editor some
times finds frustration as well as a sense of accomplishment in 
the job, and they receive far too little recognition for their 
efforts. In keeping with the Heat Transfer Division policy of 
encouraging broad participation of the Division membership, 
the Journal normally does not reappoint Associate Editors for 
a second consecutive term, so I wish to thank these editors for 
their service. 

New editors beginning their three-year appointments in July, 
1998 are Christoph Beckermann, B. T. F. Chung, Deborah 
Kaminski, Roop Mahajan, Arunava Majumdar, and David Zum-
brunnen. You might note that there are five editors retiring and 
six joining the editorial board. This marks an effort to expand 
the editorial staff and reduce the workload on the individual 
editors. 

A special issue of the Journal is planned for November of 
this year. If all goes as planned, we will feature papers by 
industrial and academic co-authors that address unresolved heat 
transfer problems in various areas of application of our field. 
We hope that this will open new research opportunities, and 
initiate some dialogue on the future of the field. 

You may have received an inquiry from Debbie Mullins, the 
Journal's Executive Secretary, requesting information on your 
areas of interest in reviewing for the Journal. We are updating 
our reviewer information base so that the Associate Editors can 
better direct requests for reviews to those with an interest and 
expertise in the necessary area. If you were not contacted but 
wish to review for the Journal, you can contact Mrs. Mullins 
at jht@uts.cc.utexas.edu. 

This is part of an effort to provide timely reviews. We con
tinue to suffer from inordinately long response times from some 
reviewers. We are trying to target reviewers who will provide 
timely and complete feedback to us and to their colleagues on 
behalf of the Journal. 

The Journal backlog has been greatly reduced, chiefly by the 
increase in page allotment by ASME to 1200 pages per year. 
We presently carry about a one and one-half issue (three-to-
five month) backlog of papers that have been accepted, down 
from as much as seventeen months a few years ago. 

If you have not looked the JHT web page, it may be of 
interest. Aside from material on Instruction for Authors, you 
can examine and download JHT policies on determination of 
experimental and numerical accuracy that must be part of a 
Journal paper. We also list upcoming meetings of interest to 
the heat transfer community, and show photos and short bio
graphical sketches of the pioneers in heat transfer. You can 
access the web page via http://www.asme.org/divisions/jht. 

We are working with ASME in a broad effort at putting the 
Journal, along with other ASME journals, into accessible on
line format for subscribers, and hope to be able to announce a 
firm date in the near future. 

If you have suggestions for improving the Journal, please 
contact me. 

John R. Howell 
Technical Editor 
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C. T. Avedisian1. The second "Heat Transfer Gallery" 
was held at the International Mechanical Engineering Congress 
and Exhibition in Dallas last November. At this session, photo
graphs were displayed that depicted various processes occurring 
in the presence of temperature gradients. The session attracted 
19 photo displays which were evaluated based on subjective 
judgments of the visual impact of the photographs and the origi
nal contributions they were thought to make to the understand
ing of a thermal process. Eight of the highest rated displays 
were selected for publication in this special section of the ASME 
Journal of Heat Transfer. 

The purpose for publishing these photographs is to draw 
attention to the aesthetic qualities of thermal processes. The 
text is kept to a minimum to focus on the visualizations. The 
photographs include phenomena of natural and forced convec
tion, phase change processes, and combustion. One purely com
putational study is also included. Reproductions in color are 
intended to enhance the visualizations. It is hoped that the read
ership of the Journal enjoys browsing through this collection 
of photographs. 

The editorial assistance of Ms. Judith Sierant of ASME is 
appreciated in the production of this photo collection. Thanks 
also go to the following who participated in the judging: 
P. S. Ayyaswamy, K. Ball, R. O. Buckius, S. M. Cho, J. N. Chung, 
V. J. Dhir, M. Faghri, J. R. Howell, K. Khim, J. Kim, T. J. Kom, 
H. Y. Kwak, J. H. Lienhard, A. G. Levine, R. Mahajan, 

1 Sibley School of Mechanical and Aerospace Engineering, Cornell University, 
Ithaca, NY 14853-7501. 

P. Ooosthuizen, S. Ostrach, O. A. Plumb, P. G. Simpkins, 
L. C. Witte, and S. M. You. 
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IMPACT AND SOLIDIFICATION OF MOLTEN-METAL DROPLETS ON ELECTRONIC SUBSTRATES 

J. M. Waldvogel1, G. Diversiev2, D. Poulikakos3, C. M. Megaridis2, D. Attinger3, B. Xiong2 and D. B. Wallace4 

1 Motorola, Schaumburg, Illinois 
2 Department of Mechanical Engineering, University of Illinois at Chicago, Chicago, Illinois 

3 Institute of Energy Technology, Swiss Federal Institute of Technology, CH-8092 Zurich, Switzerland 
4 MicroFab Technologies, Piano, Texas 

(a) Rendering of temporal shape variation of a 50 fj,m sol
der droplet impacting on a flat Ni/Si substrate. This sequence 
was obtained using the numerical model of Waldvogel and 
Poulikakos (1997). The bottom right frame in the sequence 
defines the shape of the solidified bump. The rings result from 
the interaction between the droplet oscillation and the upward 
propagation of the solidification front. Time proceeds from left 
to right and from top to bottom. 

(b) Scanning electron micrograph of a 50 y,m solder bump, 

as produced by a solder jetting apparatus; see Xiong et al. 
(1998). Note the remarkable resemblance between the pre
dicted bump shape (final frame in a), and that obtained experi
mentally (b). 

(c) Experimental images obtained via high-speed video 
when a 1 mm solder droplet impacted on a flat copper substrate. 
Note the breakup and subsequent reattachment of the secondary 
droplet during the recoiling after impact. Again, time proceeds 
from left to right and from top to bottom. 
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Figure 1. Agreement between Experimental (left) and Computed (right) Flame (OH) Distributions in a Counterflow Burner. 
Arrows indicate region of local flame extinction; streaklines (color coded with injection location) are shown in the computed image. 

N2 Hj/Na N2 

N2 A i r N2 

Figure 2. Experimental Setup 
(Red=Flame, Green=Vortex). 

1 ms 2 ms 3 ms 4 ms 5 ms 

10 ms 

Figure 3. Evolution of the Flame (OH) Distribution in a Counterflow Burner 
Showing Local Extinction (5 ms), Separation (6 ms), and Reattachment (7 ms). 

FLAME-VORTEX INTERACTIONS IN A COUNTERFLOW BURNER 

I. Vihinen, J. R. Gord, J. M. Donbar, R. D. Hancock, W. M. Roquemore 
Air Force Research Laboratory, Wright-Patterson AFB, Ohio 
G. J. Fiechtner, C. D. Carter, K. D. Grinstead, Jr., V. R. Katta 

Innovative Scientific Solutions, Inc., Dayton, Ohio 
J. C. Rolon 

Laboratoire EM2C, CNRS, Ecole Centrale Paris, France 

In a rare instance when computational predictions (Katta 
et al., 1998) precede experimental results, we find that local 
extinction of a non-premixed hydrogen /nitrogen /air count
erflow diffusion flame occurs at the sides and not the center of 
the impinging vortex. In a counterflow burner (Rolon et al., 
1995), hydrogen and nitrogen diluent flow from above at 6 and 
15 1pm, while air flows from below at 15 1pm, producing a 
global strain rate of 20 s ~'. The computational image is obtained 

using a third-order-accurate, time-dependent, computational 
fluid dynamics with chemistry code with detailed chemical ki
netics (14 species, 74 reactions). The experimental images are 
recorded at 1-ms intervals using planar laser-induced fluores
cence of OH with an intensified CCD camera. The evolution 
of the flame showing local extinction, separation, and reattach
ment is obtained by delaying the laser pulses and camera timing 
relative to the motion of the vortex-producing piston. 
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SWIRL DISTRIBUTION EFFECTS ON THE STRUCTURE OF LEAN PREMIXED FLAMES USING PLIF 
DIAGNOSTICS 

M. Birouk and A. K. Gupta, The Combustion Laboratory, University of Maryland, 
College Park, Maryland 

Planar Laser Induced Fluorescence (PLIF) images, at a vertical 
cross-section (through the centerline) in methane-air flames shows 
the effect of swirl on the distribution of OH concentration in pre-
mixed flames. The double concentric burner enabled one to change 
the radial distribution of swirl in the burner. The photos shown are 
with co- or counter-swirl in the outer annulus and co-swirl in the 
inner annulus of the burner. The left column (Photos A) shows the 
distribution of instantaneous OH images while the right column 
(Photos B) shows ensemble averaged OH images. The vertical 
color bar scale given on the right side of photo Al gives the color 
code used here. Instantaneous OH distribution for the non-swirling 
case (Photo Al) shows a uniform reaction zone. Introduction of 
swirl to the mixture (co-swirl in both the outer and the inner 

annulus) provided a uniform, a wider (divergent) and fragmented 
reaction zone (Photo A2). A change in swirl from co- to counter-
in the outer annulus provided a significant change in the flame 
structure. Photo A3 shows that the use of counter-swirl in the outer 
annulus results in a nonsymmetric, narrower, and somewhat less 
fragmented image. This nonsymmetric feature can also be seen from 
the ensemble averaged photo B3. The global structure of the flames 
remained unchanged at all the fuel-lean mixture conditions exam
ined here except for the enhanced fragmentation of reaction zone 
under very lean mixture conditions. Enhanced fragmentation of the 
reaction zone under leaner conditions affects flame stability, com
bustion dynamics, and emission of pollutants. Further details on the 
PLIF diagnostics are described in Birouk and Gupta (1998). 
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(a) 

(c) 

(e) 

ENROUTE TO CONVECTION: BREAKUP OF CONDUCTION LAYER 
D. K. Mukherjee and V. Prasad 

State University of New York at Stony Brook, Stony Brook, New York 

The sequence of photos illustrates the transition from a con
ductive to a convective mode of heat transfer. This is achieved 
by ramping the bottom plate temperature from 22°C to 38°C at 
4°C/10 min; thus introducing varying temperature gradients in 
the fluid (Water/Glycerol; Pr ~ 1140). Flow tomoscopy, with 
liquid crystals as the dispersion agent, is used on a cubic cavity 
(Mukherjee et al., 1997). The progression of colors (red, green, 
and blue for two separate temperature ranges, 24-30°C and 

31-36°C) captures the periodic process of: a conductive phase, 
break off and then mixing (Sparrow et al., 1970). An 85 mm. 
lens (aperture at f/4 with a 1 sec. exposure time) is used to 
image (a) the generation of thermals and wall jets, (b) merging 
of two thermals, (c) mushrooming due to viscous and thermal 
resistance, (d) movement of thermals towards each other due 
to radial pressure gradient, and (e, f) emergence of several 
convective rolls. 
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DIRECT NUMERICAL SIMULATION OF FILM BOILING 
D. Juric, Theoretical Division, Los Alamos National Laboratory, Los Alamos, New Mexico 

and 
G. Tryggvason, Department of Mechanical Engineering and Applied Mechanics, University of Michigan, 

Ann Arbor, Michigan 

Direct simulations of film boiling are carried out using a 
numerical method based on explicit tracking of the liquid-
vapor interface. This front-tracking technique couples the 
solution of the unsteady Navier-Stokes and energy equations 
to the complex dynamics of the phase interface, interphase 
mass transfer, latent heat, surface tension and jumps in ma
terial properties. Shown above are four frames from a two-
dimensional simulation of film boiling of hydrogen at 8 
atm. resolved by a 300 X 600 uniform grid, periodic in the 
transverse direction. The left and right halves of each frame 

illustrate the temperature and velocity fields, respectively. 
Initially the liquid is separated from a heated wall (Q = 44 
W/cm2) by a thin vapor layer. At later times the unstable 
vapor layer evolves into a rising plume with vortical mixing 
of the hot and cold vapor. The results compare quite well 
with some simple exact solutions and correlations of experi
mental data on wall heat transfer in film boiling. More de
tails of the method and its applications can be found at http:/ 
/www.lanl.gov/home/djuric. This work was supported by 
DOE, NASA, and NSF. 
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SOOT SHELL STRUCTURES OF FUEL DROPLET FLAMES IN MICROGRAVITY 
C. T. Avedisian and B. J. Callahan, Sibley School of Mechanical and Aerospace Engineering, 

Cornell University, Ithaca, New York 
G. S. Jackson, Department of Mechanical Engineering, University of Maryland, College Park, Maryland 

These photographs show various shapes of trapped soot parti
cles in droplet flames with low external convection. A balance 
of drag and thermophoretic forces trap the soot aggregates into 
the black "shell" or "ring" structure. Disturbances in the flow 
field around the droplet, or a large fiber for anchoring the droplet 
affect the shape of the shell. In the above photos, the times 
after ignition and the dimensions are given. 

In Fig. ( l a ) , downward convection "peels" the soot shell 
away late in the burning process to create an ' 'umbrella'' with 
soot aggregates dripping from the rim. The 330 /um fiber in Fig. 
( lb) pinches the soot shell into a "donut" shape. In Fig. ( l c ) , 
the fiber curls the shell top into a "vortex" and upward convec
tion stacks soot onto the fiber. 

With no fiber (a "free" droplet) and minimum convection, 
the burning configuration approaches the ideal case of spheri
cal symmetry, which appears as a "bulls eye" in Fig. 2. A 
bulls eye can also be realized for a fiber-supported droplet, as 
in Fig. 3, if the fiber diameter is small relative to the droplet 
diameter. 

Figure 4 shows a soot shell undergoing changes as burn
ing progresses. The shell curls into a "hear t" shape in Fig. 
(4b) , then progresses to a "bowl" shape from Fig. (4c) to 
(4d). 

For all of the photographs, the lighting and magnification is 
such that the flame is dim and out of view. 

This work was supported by NASA grant NAG3-1791. 
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Numerical Predictions of Streamline Contours in The Enclosure During One Period of Oscillation 

VISUALIZATION OF FLOW FIELDS NEAR A BUBBLE IN A TEMPERATURE GRADIENT 
N. Rashidnia and M. Kassemi 

NCMR, NASA Lewis Research Center, Cleveland, Ohio 

Interaction between gas and vapor bubbles with the sur
rounding fluid is of great interest for both space and ground-
based processing. A combined experimental and experimen
tal approach is adopted here to study thermocapillary flow 
generated by a bubble on a heated surface. The experiment 
is conducted by using a test enclosure with inside dimensions 
of 38 mm X 19 mm X 19 mm with transparent optical quality 
windows. Top and bottom copper plates are heated and 
cooled with two constant temperature circulating baths (Ras

hidnia, 1997). The temperature field is visualized using 
Mach-Zehnder interferometry. A finite element numerical 
model is developed which solves the transient two-dimen
sional momentum and energy equations and includes the ef
fects of bubble surface deformation (Kassemi and Rashidnia, 
1997). Above the critical Marangoni number, both the model 
and the experiment indicate an oscillatory flow and tempera
ture fields as indicated in the figures for Pr == 8.4, Ma = 
90,000, and Ra = 50,000. 
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LIQUID JET IMPINGEMENT USING VISUALIZATION 
S. C. Arjocu, Medical University of South Carolina, Charleston, South Carolina 

J. A. Liburdy, Oregon State University, Corvallis, Oregon 

Shown are instantaneous, local distributions of the heat trans
fer coefficient (left) from liquid crystal studies and flow visual
ization (right) for the center jet of an array of impinging ellip
tical jets. Several large-scale instability modes are present in 
this flow. The top two heat transfer distributions and top flow 
visualization illustrate bimodal heat transfer distributions that 
oscillate due to unstable vortical structures at the surface. 

The center images illustrate jet swaying and a resultant 
skewed heat transfer distribution. The bottom images, where 
the flow visualization is viewed from beneath the impingement 
surface, show the result of a switching of the major and minor 
axes of the central jet when impingement surface is beyond 
fourjet hydralic diameters from the jet exit (Arjocu and Liburdy 
1997a, b) . 
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The Monte Carlo Method in 
Radiative Heat Transfer 
The use of the Monte Carlo method in radiative heat transfer is reviewed. The review 
covers surface-surface, enclosure, and participating media problems. Discussion is 
included of research on the fundamentals of the method and on applications to 
surface-surface interchange in enclosures, exchange between surfaces with roughness 
characteristics, determination of configuration factors, inverse design, transfer 
through packed beds and fiber layers, participating media, scattering, hybrid methods, 
spectrally dependent problems including media with line structure, effects of using 
parallel algorithms, practical applications, and extensions of the method. Conclusions 
are presented on needed future work and the place of Monte Carlo techniques in 
radiative heat transfer computations. 

Introduction 
The Monte Carlo method is a class of numerical techniques 

based on the statistical characteristics of physical processes, or 
of analogous models that mimic physical processes. The method 
was developed by early workers trying to analyze the potential 
behavior of nuclear weapons, where experiments were difficult 
and the methods of analysis available at that time were not 
sufficient to provide accurate prediction of behavior. Directly 
simulating the behavior of individual neutrons and then follow
ing the history of many such neutrons allowed prediction of the 
average behavior of the weapon. Metropolis and Ulam (1949) 
provide an early exposition of the philosophy behind the ap
proach. 

In this review, consideration is restricted to applications of 
the method to problems in radiative heat transfer. There are 
many closely related applications in atmospheric physics, astro
physics, remote sensing, and others, which have the same basis 
in mathematics and statistics, but space precludes such a broad 
review. 

General reviews of the Monte Carlo method in radiative heat 
transfer are available in many sources, which provide the details 
for implementation. These include Howell (1968), Haji-Sheikh 
(1988), Brewster (1992), Siegel and Howell (1992), Modest 
(1993), Walters andBuckius (1994), and Howell and Mengiic 
(1998). Because these reviews provide the details and deriva
tions of the functions necessary to implement a Monte Carlo 
analysis, this level of detail can be omitted here. However, a 
short example is presented to provide background to the reader 
who is unfamiliar with the Monte Carlo approach. 

Consider the geometry shown in Fig. 1. Elements dA{ and 
dA-i are strip elements of infinite length in the z coordinate, and 
surface A2 is a plane of finite width and infinite length into the 
page. Howell (1998) shows that the fraction of energy leaving 
an infinitely long strip and striking a parallel infinite strip de
pends only on the angle f3 between the strips. The configuration 
factor, dFtH-tn for this two-dimensional differential strip-to-
differential strip geometry is given by 

cos 0d/3 d(sin/3) 
dFin ( I ) 

Suppose it is desired to find the fraction of radiation leaving 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER and presented at the AIAA/ASME Heat Transfer Conference, 
Albuquerque. Manuscript received by the Heat Transfer Division, Feb. 17, 1998; 
revision received, Mar. 13, 1998. Keywords: Computational, Emitting, Heat 
Transfer, Radiation, View Factors. Associate Technical Editor: J. R. Howell. 

the element dA\ on surface 1 that is incident on the entire 
surface A2. In conventional analysis, this is done by integrating 
across the receiving surface A2 to give 

dF,n-.,n = F,n-2 - I dFin-ll2 
) A7 

rf(sin /3) 

= - (sin pmm - sin (5min) 

W - x 1 
2 [[(W - x)2 + H2Vn (x2 + H2)' 

(2) 

where /?mi„ in this case is negative. For the particular case of 
W=2,H= 1, and x = 0.5, Eq. (2) gives F,„_2 = 0.6396. 

Now, let us apply the Monte Carlo technique to find i\„_2 

for this geometry. Imagine that a very large number of photons 
leaves surface 1, and many of these intercept surface 2. We 
will model a large number of these photons by simulating their 
behavior with a smaller number of energy packets that mimic 
the behavior of photons. First, we ask what is the probability dP 
that radiation leaving surface element dAs will strike a parallel 
element oriented at angle /3 from dAt. Because of the definition 
of the configuration factor, the probability dP in this case is 
equal to the configuration factor, so 

dP = dFd, 
d(sin/3) 

(3) 

To simulate the radiative transfer process, imagine that the 
radiative energy is made up of discrete packets of energy leaving 
dAx. If we can determine the fraction of the total packets of 
energy that strike anywhere onA2, this will be the configuration 
factor. In straightforward Monte Carlo, we will shoot a large 
number of energy packets from dA{ and simply see how many 
strike A2. However, we must be very sure that the directions at 
which the packets leave dAx obey the laws governing radiation. 
Further, in more complex problems than this example, we must 
be sure that every event is independent of preceding events. 
Thus, we would like to choose the outgoing directions at ran
dom from the correct distribution of outgoing directions. This 
is done by relating the outgoing direction to a number R chosen 
at random from a uniform set of numbers in the range 0 < R 
< 1. The governing relation between a random number and a 
known probability distribution is (Kalos and Whitlock, 1986) 
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Fig. 1 Geometry for configuration factor between strip element and 
plane 

dP{Z*). (4) 

This relation is often called the fundamental theorem of Monte 
Carlo. If the probability of occurrence of any event is known, 
then random choices from this distribution can be made by 
applying Eq. (4) , and then choosing random numbers to deter
mine successive values of the variable £. When enough values 
of £ are chosen, the chosen values are guaranteed to have the 
probability distribution dP{£,)- So, for this example, 

R f 
<>B, 

dP(/3*) j 
sm>3 djsin , 

sin/9» = - l 2 

') 

1 
(sin/? + 1 ) . (5) 

Then the angle (3 for an individual energy packet leaving dAx 

can be found by choosing a random number R and recasting 
Eq. (5) as 

sin /3 = 2fl - 1. (6) 

When a large enough sample of packets is sent forward, 
they are guaranteed by this procedure to have the probability 
distribution dP{/3). Now, to determine the value of Fdl-2, we 
follow the histories of a large number of packets, and for each 
one we check to see whether the value of (5 from Eq. (6) lies 
between /?miI1 and /3max. If so, the packet strikes A2. A computer 
flow chart for this problem is shown in Fig. 2. It is apparent that 
this flow chart will result in a quite short and simple program. 

Using the chart in Fig. 2 as a basis, a simple program was 
written to determine the value of FM _2 for the particular case 
of W = 2, H = 1, and x = 0.5. Substituting these values into 
Eq. (2) gives the analytical value of Fin-2 = 0.6396. The values 
generated by the Monte Carlo program depend on the number 
of sample packets TV chosen for the simulation. Some results 
are shown in Table 1. These results are all generated starting 
with the same initial random number and random number se
quence. 

The results show many of the typical characteristics of Monte 
Carlo analysis. First, because of their statistical nature, the re
sults become more accurate as more packets are included in 
the simulation. These statistical characteristics are at once a 

drawback and a blessing. The drawback is that it may take a 
very large number of samples to obtain acceptable results, re
sulting in long computational times. The advantage is that statis
tical tests can be used so that the uncertainty in the results can 
be measured, an advantage that is often not present in other 
more deterministic methods. For example, dividing the compu
tation for 100,000 packets into ten simulations of 10,000 pack
ets, the mean Fdx-2 and standard deviation y of the ten simula
tions can be computed, resulting in Fdx_2 = Fui-2 ± 7 = 0.6395 
± 0.0145. This indicates that the actual value of Fdl-2 lies within 
±0.0145 of the mean value with a probability of 63.2 percent, 
and within 2y = ±0.029 with a probability of 95 percent. 

Clearly, if the value of H/W were larger, the value of Fdl-2 

would be smaller. Because a smaller fraction of the packets 
would strike A2, the uncertainty as expressed by the standard 
deviation y would probably increase for a given number of 
packets, N. Thus, the uncertainty in Monte Carlo results de
pends on the particular geometry under study. 

Another characteristic is that accuracy tends to depend on 
the square root of the increase in sample packet number; i.e., 
running four times the number of packet histories will reduce 
the uncertainty in the result by one-half. 

This example does not include one important aspect of Monte 
Carlo techniques. This is that each succeeding event is indepen
dent of the previous history of the packet. For example, if 
surface A2 were nonblack, we might wish to determine the fate 
of energy reflected from that surface. We could choose an angle 
of reflection from surface 2, and find the final location where 
the packet ends its history; back on surface 1, or through one 
of the edge openings. If surface 2 is diffusely reflecting, then 
we should choose the angle of reflection as being independent 
of the angle of incidence, because the reflectivity of a diffuse 
surface is usually assumed to be independent of incident direc
tion. Therefore, we could choose the angle of reflection by 
invoking the fundamental theorem of Monte Carlo (Eq. (4)) 
to relate the angle of reflection to a random number. This inde
pendence of a given event on prior events is characteristic of 
Monte Carlo analysis. A sequence of events, each of which is 
independent of prior events, is called a Markov chain (Billings 
et al., 1991a, b) . 

Note that the independence of succeeding events is deter
mined by the use of random numbers chosen in the range 0 < 
R < 1. Most programming languages have arithmetic random 
number generators that provide a sequence of random numbers. 
These generators are called in the same manner as common 
functions such as sine or natural log. The generators have been 
tested to show that the sequence of random numbers produced 
pass common tests required of random numbers. The first is the 
necessary (but not sufficient) test that a sequence of generated 
random numbers indeed is uniformly distributed; that is, any 
equal increment between zero and unity will have the same 
fraction of random numbers. However, the generator must pass 
other tests; for example, all even and all odd random numbers 
must also be uniformly distributed; sets of every second, every 

Nomenclature 

A = area, m 
a = absorption coefficient, m"1 

e = emissive power, W/m2 

F = configuration factor 
H = perpendicular distance between par

allel surfaces, m 
N = number of sample packets 
n = packet index 
P = probability 
R = random number chosen in range 0 

s R s 1 

S = number of absorbed packets 
T = absolute temperature, K 
t = CPU run time, s 

W = width of plane, m 
x = coordinate along plane width, m 

Greek Symbols 
fj = angle with respect to normal in 

plane perpendicular to strip element 
y = standard deviation 

A. = wavelength, /xm 
a = Stefan-Boltzmann constant, 5.667 

X 10~8 W/(m2 K4) 

Subscripts 

b = blackbody 
max = maximum value 
min = minimum value 
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Fig. 2 Monte Carlo flow chart for determining the configuration factor 

third, every fourth, etc., random numbers must be uniformly 
distributed. Further, these sets cannot be correlated such that 
succeeding numbers follow a sequence; i.e., pairs of generated 
random numbers cannot follow a large-large, small-small or 
large-small, large-small sequence. In fact, to prove true ran
domness, a generator must pass an infinite number of tests. 

Hayes (1993) provided a thought-provoking review of the 
various attempts to produce true random number generators for 
computers. He noted that some recent large-scale computations 
have shown interactions between the models being processed 
and the particular random number generator being used. For 
the radiative heat transfer problems solved to date, no mention 
has been made in the literature of inadequacy in standard ran
dom number generators provided as part of programming lan
guages. However, Hayes quoted John von Neumann: "Anyone 
who considers arithmetical methods of producing random digits 
is, of course, in a state of sin." 

The example of Fig. 2 does show important characteristics 
of the Monte Carlo approach. First, simple relations that are 
repeated many times replace a degree of mathematical sophisti
cation. This allows quite complex physical problems to be easily 
programmed. The price for programming simplicity may be 
lengthy computational time. However, with the rapid increase 
in computer speed and the implementation of massively parallel 

Table 1 Results of Monte Carlo simulation for the config
uration factor 

Number of packets, N 
Mean value of configuration 

factor, F,n-2 

100 
1,000 

10,000 
100,000 

0.65 
0.640 
0.6302 
0.6395 

architecture in computers, the importance of this drawback is 
diminishing. 

Because the method outlined above simulates the actual be
havior of radiative transfer, it is often referred to as direct 
simulation of radiation by Monte Carlo (DSRMC). 

Monte Carlo in Radiative Heat Transfer. The Monte 
Carlo technique is important in radiative heat transfer for the 
same reasons it was introduced in neutron diffusion problems. 
The governing mathematical equations describing radiative heat 
transfer are complex and difficult to solve with accuracy. In 
addition, many physical effects are important to radiative trans
fer (e.g., spectral dependence of surface and participating me
dium properties, anisotropic scattering distributions, directional 
surface properties, variation of properties with location and tem
perature), and these further complicate calculations based on 
deterministic mathematical models. 

The common techniques for solving the mathematical models 
of radiative transfer generally rely on various degrees of approx
imation. For example, the discrete ordinates technique approxi
mates integrals over direction by a numerical quadrature tech
nique, and it is then assumed that the radiative intensity is 
constant within each quadrature direction. The solution will 
approach exactness as the number of quadrature elements is 
increased. 

The P-N or spherical harmonics method describes the radia
tive intensity as an orthogonal infinite series expansion in terms 
of distance and angle, and then truncates the series to a set that 
can be conveniently solved. 

Some attempts have been made at exact solution of the com
plete radiative transfer equation by using finite element solu
tions; these again incorporate a degree of approximation in the 
choice of element basis functions and shape. There are essen
tially no exact analytical solutions available to the radiative 
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transfer equation except for quite simplified choices of geome
tries and property variations. 

The Monte Carlo method is able to incorporate all important 
effects in a radiative transfer simulation without approximation, 
and this is its major attribute. 

Review of Literature 

General Reviews. Various reviews of the Monte Carlo 
method have appeared over the years. Because of its wide use, 
most recent texts and handbooks cover the fundamentals of the 
method, and those are not reviewed here. 

Howell (1968) reviewed the method as applied to heat trans
fer problems, with emphasis on radiative transfer. Haji-Sheikh 
and Sparrow (1969) provided an overall review of the method, 
and considered in some detail the generation of probability 
distribution-random number relations for cases where the vari
ables to be chosen depend on more than one variable. They 
provided some methods for biasing the single-variable choice 
techniques to account for multivariate dependence. Haji-Sheikh 
(1988) provided a comprehensive review of the literature deal
ing with Monte Carlo in heat transfer through the date of publi
cation. 

Walters and Buckius (1994) gave a comprehensive and read
able review of the method as applied to participating media 
with scattering. They provide a bibliography of references in 
collateral fields where scattering is also important. 

Farmer and Howell (1998) have attempted to quantify and 
compare the various common strategies available for use in 
programming Monte Carlo simulations, and provided compari
sons for classes of problems that are typically attacked. 

Statistical Characteristics. The nature of the Monte Carlo 
method is that the results inherently possess statistical behavior. 
This can be a benefit in that the uncertainty (in terms of variance 
or standard deviation) in the results can always be determined as 
shown in the example; however, in certain cases, the predicted 
uncertainty may be so large that the results are useless. The 
obvious solution is to follow more packets; however, if the 
particular problem being run is very expensive in machine time, 
this may not be a feasible strategy. For example, in a given 
simulation, the radiative flux at a particular location may be 
required to high accuracy. If a very small fraction of sample 
packets reaches that location, then it may be difficult to obtain 
a sufficiently large packet sample to obtain low uncertainty in 
the flux. In such a situation, variance reduction procedures of 
various kinds have been employed. The use of a reverse Monte 
Carlo technique may be valuable in this case. 

Haji-Sheikh and Sparrow (1969) covered the fundamental 
statistical measures needed to determine the accuracy of Monte 
Carlo solutions, along with a relation for determining the vari
ance in the results as the number of packets or packet groups 
is increased so that "on-line" determination of solution accu
racy can be monitored. Shamsundar et al. (1973) showed that 
partitioning the energy carried by packets after each event in 
the path, and then following the partitioned energy portions 
individually, can greatly reduce the variance in some cases. 
This was particularly the case in "open" configurations, i.e., 
enclosures with one open boundary exposed to the environment. 
Haji-Sheikh (1988) discussed various techniques for biasing 
direct Monte Carlo results to reduce variance, along with meth
ods for computing expected variance. 

Almazan (1994) used the variance in successive runs to con
trol the number of packets used in successive iterations. 

Farmer and Howell (1998) defined the "performance" of 
various Monte Carlo methods as the product of run time t and 
variance y2 of the solution, or 

Performance = y2t. (7) 

The method or strategy in a Monte Carlo simulation that 

minimizes the value of this quantity is assumed to be the best 
choice. Farmer (1995) and Farmer and Howell (1998) showed 
comparisons of performance for a wide variety of Monte Carlo 
strategies, along with comparisons for various problems that 
exercise these strategies for problems with participating media 
in enclosures. 

References Using Monte Carlo Analysis 

Surface-Surface Exchange. The use of Monte Carlo for 
surface-surface exchange actually came after the method was 
employed in participating medium problems. The method prob
ably is most useful in problems with complex geometries, or 
where directional surface properties must be treated. 

Direct Computation in Complex Geometries. Polgar and 
Howell (1966a, 1966b) used Monte Carlo to determine the 
bidirectional reflectivity of conical cavities with diffuse internal 
surfaces exposed to collimated incident radiation. Corlett 
(1966) used Monte Carlo to analyze radiative exchange in en
closures with surfaces with specified bidirectional reflectance. 
Examples for some simple enclosures with specular-diffuse sur
faces were carried out. Toor and Viskanta (1968) examined 
radiative exchange between some simply arranged sets of sur
faces by Monte Carlo, and compared the effects of various 
assumptions as to the directional properties of surface re
flectance. They examined diffuse, specular, and bidirectional 
reflectivities, and found that the differences in radiative transfer 
ranged from negligible to very large, depending on surface ar
rangement. Vossbrecker (1970) used Monte Carlo to find the 
radiative exchange within a cylindrical container closed at one 
end, and also determined the effective emissivity of cylindrical 
cavities. 

Howell and Durkee (1971) made experimental measurements 
of the incident flux on the surfaces of an enclosure with an 
aperture exposed to collimated incident radiation. The enclosure 
had a diffuse, a specular, and a highly directional surface of 
known bidirectional reflectance. A Monte Carlo analysis for 
predicting incident flux on each surface provided results that 
compared well with experiment. 

A practical application by Blechschmidt (1974) was the de
termination of the fraction of incident radiation that is transmit
ted through a specular tube. This work was applicable to de
termining the radiative transfer to or from a vacuum chamber 
through an access port. Effects of the assumed directional distri
bution of incident energy were shown. This work neglected the 
effect of polarization on the specular reflectivity, which is 
known to be important in determining radiative transfer when 
multiple specular reflections are present (Edwards and Tobin, 
1967). 

Egan and Hilgeman (1978) applied Monte Carlo to determin
ing the spectral characteristics of the reflectivity of spherical 
particles of known complex refractive index. They applied this 
information to find the predicted reflectance of a surface com
posed of spherical particles. They found good comparison with 
the measured reflectance of meteorites of known complex re
fractive index. 

Maltby and Burns (1991) gave an in-depth analysis of vari
ance in Monte Carlo calculations applied to enclosures with 
nonparticipating media, with a good review of the literature. 
Effects of various parameters on variance and run time were 
investigated. 

McHugh et al. (1992) analyzed the use of various arrange
ments of specular and diffuse surfaces to funnel daylight into 
interior building spaces. Although the code they developed was 
capable of handling spectral effects, only results for gray sur
faces were given. 

Palmer et al. (1996) and Antoniak et al. (1996) used direct 
Monte Carlo simulation to determine radiative transfer between 
opaque elements with triangular and cylindrical cross sections 
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in fixed two-dimensional arrays. Shading and blocking were 
accounted for, and the surface properties of the elements were 
diffuse or specular. Zaworski et al. (1996) modeled the radiative 
transfer through a gap with directionally reflecting boundaries 
using Monte Carlo, and compared their results with experiment. 
They observed that the assumption of diffuse reflection becomes 
particularly poor for cases where the intensity is incident at 
near-grazing angles to the surface. In such cases, a specular 
spike in reflectivity becomes pronounced and must be accounted 
for to retain accuracy. 

Calculation of Configuration and Exchange Factors. From 
the simple example problem presented in Figs. 1 and 2, it is 
apparent that Monte Carlo presents a useful method for finding 
the values of configuration factors. For simple geometrical ar
rangements of surfaces, over 250 factors have been presented 
in the literature (Howell, 1998). However, when the arrange
ment of surfaces and shapes is arbitrary, it is often necessary 
to compute the configuration factors for the particular geometry 
and arrangement of surfaces at hand. Weiner et al. (1965) dis
cussed how Monte Carlo can be used, and the expected statisti
cal errors that result. Yarbrough and Lee (1986) presented a 
comprehensive review of the use of Monte Carlo for finding 
configuration factors, and compared results with known analyti
cal values for a number of shapes. They also presented results 
for two configurations not previously in the literature. Bushin-
skii (1976) presented exchange factors for some simple two-
dimensional geometries and compared with analytical solutions. 
Modest (1978) treated the calculation of exchange factors 
among nongray, nondiffuse curved surfaces in enclosures and 
open geometries. He also noted that for open geometries, the 
energy partitioning approach of Shamsundar et al. (1973) was 
very effective in reducing computational time. 

Because configuration factors computed by Monte Carlo 
show the usual statistical fluctuations, the mean values found 
from a series of calculations do not necessarily meet the require
ments that all factors from a particular surface sum to unity, or 
of reciprocity. Various methods for adjusting the factors to meet 
one or both requirements have been proposed by Sowell and 
O'Brien (1972), Vercammen and Froment (1980), Larsen and 
Howell (1986), van Leersum (1989), and Taylor et al. (1995). 

Inverse Design. Thermal designers often face problems 
where they know the outcome required of a design. For exam
ple, the temperature distribution and radiative flux necessary to 
bake foods passing continuously through an oven is known; the 
design problem is where to place the heating elements in the 
oven and how much power to provide to them. This is the 
reverse of the way most thermal design problems are solved; 
in conventional solution methods, the heater placement and tem
perature or power input are prescribed, and the heat flux or 
temperature on the oven rack is found. If they don't match 
the requirements, some aspect of the prescribed conditions is 
changed, and the solution is run again. This is repeated until a 
satisfactory solution is found. Inverse design methods seek to 
use the required outcome as a problem input, and then a satisfac
tory design is computed without iteration. Unfortunately, the 
relations describing inverse solutions are mathematically ill-
posed, resulting in requirements for solution techniques that are 
more difficult than for forward problems. The state of inverse 
thermal design was recently reviewed for surface-surface radia
tion problems by Franca et al. (1997) and for enclosures with 
participating media by Franca et al. (1998). 

Monte Carlo can be used in inverse design. Wu and Mulhol-
land (1989) used a method of statistical least squares optimiza
tion of multiple Monte Carlo forward solutions to determine 
the best solution from a set. They examined two-dimensional 
surfaces radiating to one or more radiation detectors, with a 
known signal. The objective was to find the surface temperature 
distribution. They fit the Monte Carlo solution set with Legendre 
polynomials, and then optimized the polynomial coefficients to 

find the best solution for the temperature distribution. This is 
not a design solution method, but could probably be adapted 
for design purposes. 

Oguma and Howell (1995) solved a radiative inverse prob
lem in a two-dimensional enclosure by using a modified reverse 
Monte Carlo procedure. Packets were emitted diffusely from 
the heated design surface in proportion to the desired incident 
flux distribution, and were traced to their point of origin. The 
forward problem was then solved using the outgoing flux from 
the heaters found by the reverse procedure to see how close the 
solution was to the required solution. The forward solution and 
reverse requirements differed because the heaters were assumed 
to emit diffusely, but the inferred outgoing flux from the reverse 
algorithm was not diffuse. The solution for the heater net radia
tive flux was then adjusted until an acceptable solution was 
found. Oguma et al. (1998) extended the algorithm to an inverse 
problem in which it was desired to find the necessary two-
dimensional enclosure geometry to produce a given heat flux 
and temperature on the oven rack. 

Packed Beds and Fiber Layers. Ray tracing and Monte 
Carlo techniques have been successfully applied to problems 
of radiation transfer through regular and random arrays of parti
cles and fibers. Yang (1981) and Yang et al. (1983) derived 
the statistical attributes of a randomly packed bed of identical 
cold (nonemitting) spheres (distribution of number of contact 
points between spheres and the conditional distributions of con
tact angles for spheres with a given number of contact points.) 
These were found by using a zero-momentum random packing 
model modified from that of Jodrey and Tory (1979). This 
model has the inherent difficulty that the upper layer of spheres 
in a randomly packed container is not level (as is true in a real 
packed bed). Thus, defining the bed thickness is somewhat 
arbitrary, especially for beds that are only a few sphere diame
ters in depth. Wavy container boundaries were assumed so that 
the radial dependence of packing characteristics present in rigid 
containers could be ignored. Yang (1981) and Yang et al. 
(1983) used the bed packing distributions to construct a ray-
tracing algorithm for specularly reflecting spheres, and com
puted the fraction of incident diffuse radiation that was transmit
ted through the bed. Comparisons with the experimental results 
of Chen and Churchill (1963) were made, and although similar 
trends of transmittance versus bed thickness were shown, exact 
agreement was not attained. 

Abbasi and Evans (1982) adapted a Knudsen gas diffusion 
code to compute the transfer of photons through a plane layer 
of porous material, using the porosity as the only parameter 
in determining fraction transmitted vs. reciprocal penetration 
depth. 

Kudo et al. (1991b) used a model similar to that of Yang 
for determining transmittance, and added further experimental 
results for comparison. They simulated random packing by per
turbing a regular packing within a bounded region and then 
removing those spheres that overlapped the boundary after per
turbation. This produced a low-density region near the bound
ary, which was found to introduce a considerable increase in bed 
radiative transmissivity. Both specularly and diffusely reflected 
spheres were modeled. 

Singh and Kaviany (1991, 1992, 1994) and Kaviany and 
Singh (1993) extended the Monte Carlo analysis of packed beds 
of spheres to consider semitransparent and emitting spheres, and 
in particular to show that dependent scattering effects are quite 
important even for quite large bed porosities. Near-field depen
dent-scattering effects are inherently included in these Monte 
Carlo analyses of packed beds, but are difficult to include in 
many other methods. Kaviany and Singh (1993) provided a 
quite complete discussion of radiation in packed beds up to the 
time of publication. They pointed out that the results of the 
earlier analyses by Yang and Kudo did not account for the 
nondiffuse nature of the incident radiation in the Chen and 
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Churchill experiments, and thus tended to underpredict the ex
perimental bed transmittance. They also gave a comprehensive 
discussion of the effect of dependent scattering. 

Argento and Bouvard (1996) revisited the work of Yang et 
al. (1983), and were able to derive a more accurate method for 
determining the effective bed radiative properties by using 
Monte Carlo results evaluated in the bed interior. The method 
eliminated the problem of indeterminate bed height in random 
packing. 

Kudo, Li, and Kuroda (1995) and Li et al. (1996) analyzed 
transfer through a bed of randomly oriented fibers, and a bed 
of fibers that are randomly oriented but lie in planes parallel to 
the bed surface. Mie scattering was assumed to occur from 
individual fibers. Comparison with available experimental re
sults for transmission through fiber beds was quite good. 

Applications to Practical Systems. Many practical problems 
have been solved by the methods discussed in this paper. For 
surface-surface exchange, typical applications were given by 
Howell and Bannerot (1976), who analyzed the absorption in 
trapezoidal moderately concentrating solar collectors for vari
ous angles of incidence using Monte Carlo. They compared the 
predicted radiative flux distribution on the concentrator with 
measured values. Omori et al. (1990) analyzed radiant transfer 
in a complex enclosure to predict the behavior of human comfort 
in a floor-heated room; Villeneuve et al. (1994), used Monte 
Carlo as a design tool to compute and suppress IR signatures 
from jet engines; and Mochida et al. (1995) used combined-
mode analysis to predict the behavior of a vacuum furnace 
heated by radiant tube burners. 

Participating Media. When a medium that absorbs, emits, 
and scatters radiation is present in an enclosure, the treatment 
of radiation is more complex. For Monte Carlo analysis, packets 
of energy will now undergo additional events in their histories, 
but the treatment of these events adds little to the Monte Carlo 
flow chart. Thus, Monte Carlo has significant advantages in 
many cases over other techniques for treating participating me
dia. In fact, the initial application of Monte Carlo to radiation 
heat transfer was for such problems (Fleck, 1961; Howell and 
Perlmutter, 1964a, 1964b; Perlmutter and Howell, 1964). 

The first engineering application to participating media was 
determining the temperature distribution in a gray absorbing-
emitting medium between infinite parallel plates of given tem
perature and emissivity (Howell and Perlmutter, 1964a), for 
which numerical solutions were available for comparison. This 
paper served to provide the basis of the method for this class 
of problems. A follow-on paper applied the technique to the 
more complex geometry of concentric cylinders enclosing a 
gray gas for which no analytical solution was available at that 
time (Perlmutter and Howell, 1964). Finally, the case of a 
nongray gas between parallel plates was treated to show the 
applicability of the method to problems with spectral depen
dence (Howell and Perlmutter, 1964b). 

Campbell (1967) discussed methods for using Monte Carlo 
in time-dependent multimode problems with frequency-depen
dent properties. 

House and Avery (1969) provided a detailed derivation of 
the necessary functions for treating radiative transfer in a partici
pating medium. Of most interest is their discussion of biasing 
techniques applied to packet path lengths in the medium, so 
that highly attenuating media can be treated without the extreme 
computational times necessary if straightforward path-length 
calculations are used. 

Howell (1973) provided an extension of Monte Carlo analy
sis to general thermal analysis problems by noting that for most 
thermal systems, there are uncertainties in dimensions, proper
ties, configuration factors, and other design variables. If the 
mean value and standard deviation of these factors is known or 
can be estimated, then a Monte Carlo analysis of the thermal 
system can be performed by choosing from the distributions of 

each variable to construct an individual sample system and 
analyze its thermal behavior. By building enough such sample 
systems, the mean thermal behavior and standard deviation of 
the design system can be predicted. This is a viable and effective 
alternative to worst-case analysis of thermal (or other) systems. 

Steward and Guruz (1974) studied a medium with spectrally 
dependent absorbing and anisotropically scattering particles be
tween gray infinite parallel planes. They considered cases with 
and without the presence of gases with band absorption. 

Al Abed and Sacadura (1983) and Mishkin and Kowalski 
(1983) analyzed a combined radiation/combustion problem for 
a gray medium between parallel plates, using Monte Carlo for 
the radiative terms in a finite difference analysis of the energy 
equation. 

A comparison of a P-1 and Monte Carlo solution for radiation 
from a gray isothermal medium to an enclosing conical surface 
was given by Kaminski (1989). 

For iterative calculations as typically found in multimode heat 
transfer problems involving radiation in participating media, 
Kobiyama (1989) provided alternative formulations to conven
tional Monte Carlo. These methods are particularly useful for 
problems where temperature-dependent properties are present. 

Martin and Pomraning (1990) used Monte Carlo to determine 
the fraction of emitted radiation from an infinite plane that is 
scattered back to the plane by a sphere of purely scattering 
medium located at some distance from the plane. Results are 
only given for a point on the plane directly beneath the sphere. 
Some variance reduction techniques are employed. 

An interesting exercise of the Monte Carlo method was initi
ated by Tong and Skocypec (1992), who provided the parame
ters for solution of a set of radiative transfer problems. Solutions 
by various methods were solicited for comparison in a special 
session of the 1992 National Heat Transfer Conference. The 
problem set ranged from one to three-dimensional geometries, 
enclosing a medium with spectrally dependent anisotropic scat
tering and a specified set of parameters for use in a wide-band 
spectral treatment of gas absorptance. The medium temperature 
distribution was specified. Solutions were requested for local 
flux divergence and heat flux. Monte Carlo solutions to the 
problem were submitted by Yuen et al. (1992) and Farmer and 
Howell (1992). The results differed significantly among the 
methods, including between the two Monte Carlo solutions. 
This was apparently due to differences in the treatment of spec
tral effects. Some final results were later presented by Farmer 
and Howell (1994a). 

Parthasarathy et al. (1994) showed applications of Monte 
Carlo to complex geometries enclosing participating anisotropic 
media, and presented some solutions for rhombic and other 
quadrilateral enclosures, and for some configurations with 
curved boundaries. Henson et al. (1996) used Monte Carlo to 
benchmark solutions by the discrete transfer method. 

Scattering. Scattering is relatively easy to treat in Monte 
Carlo problems compared with methods that solve the equation 
of radiative transfer. If the scattering distribution (phase func
tion) is specified, the relation of angle of scatter to a random 
number is found as for the other random choices in a packet 
path. Walters and Buckius (1994) provided a comprehensive 
review of scattering algorithms in Monte Carlo, and also gave 
a discussion of treatments for inhomogeneous media and the 
use of backwards Monte Carlo algorithms. The reader should 
consult that work for a review of literature up to the date of 
publication. 

Kudo et al. (1993b) and Taniguchi and Mochida (1994) 
investigated anisotropic scattering effects by comparing aniso
tropic and isotropic scattering results in a gray slab and in a 
slab with spectrally dependent gas absorption/emission using a 
wide-band model. 

Farmer (1995) and Farmer and Howell (1998) have investi
gated the performance of various strategies for carrying out 
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Fig. 3 Performance of various scattering strategies versus number of 
packets followed: gray gas of optical thickness 10 between parallel black 
cold plates (Farmer, 1995) 

scattering calculations. For example, the packet energy can be 
held constant and the path length to a scattering event found. 
In this case, all packet energy is redirected at the point of scatter 
and the packet is followed until the energy is deposited at a 
radiative sink. This technique is easy to program and fast to 
execute, but has poor statistics in that the scattering points are 
widely separated. It is called the collision-based method. 

Another strategy is to deposit a portion of the packet energy 
in each volume element traversed. The portions are in propor
tion to the logarithmic decrement of energy caused by the scat
tering coefficient in that element. Each portion is then tracked 
as if it scattered from the "center of scatter" of the element. 
This technique has good statistics in that the scattering more 
nearly simulates the physical process of continuous scattering 
along the packet path; however, the memory and computation 
overhead is high. This method includes the continuous attenua
tion due to absorption, and is referred to as the pathlength 
method. 

Finally, the reverse method introduced by Walters and Buck-
ius (1992, 1994) (called the emission path method) can be 
used. This method traces packet histories in reverse, beginning 
at the point of origin; it has been found to be very efficient for 
problems where local conditions are required. 

Each method has a tradeoff between the variance in the results 
due to differing statistical properties, and the time of solution. 
Generally, the methods with lower variance require longer CPU 
time, so the choice of method is not obvious. Farmer (1995) 
therefore compared the methods for some simple problems us
ing the performance definition of Eq. (7) . Variations and com
binations of these methods were compared for the case of an 
isothermal gray absorbing-emitting-scattering medium between 
parallel black cold boundaries. The pathlength and emission 
path methods were generally found to be superior to the colli
sion-based methods. The forward pathlength method worked 
best at small optical thickness, while the emission path method 
performed best at large optical thickness. 

Figure 3 shows the performance defined in Eq. (7) for the 
various strategies. 

For each of the three methods, it is clear that the performance 
is nearly independent of the number of packets (rays) followed. 
The variance is reduced in proportion to the number of packets, 
so the product is nearly constant. For this particular optically 
thick case, as noted, the emission-based method has the best 
(lowest) performance values. 

Reverse and Inverse Techniques. Modifications of Monte 
Carlo have been proposed for particular purposes. Dunn (1983) 
proposed an inverse Monte Carlo technique to determine the 
albedo distribution in a plane layer from observed measure
ments. Subramaniam and Mengiic (1991) used an inverse 
Monte Carlo technique to recover information on both the al
bedo and phase function of a particulate-laden medium from 
optical diagnostic data. 

Walters and Buckius (1992, 1994) presented the basis for a 
reverse Monte Carlo technique that has many advantages as an 
alternative to straightforward Monte Carlo for certain problems. 
The technique is based on a reciprocity principle, and appears 
to be especially useful when the conditions optically close to 
a surface or volume element with known conditions must be 
determined. Ambirajan and Look (1996) used a backward 
Monte Carlo method to analyze the problem of multiply scat
tered radiation from a "searchlight" beam obliquely incident 
on a plane scattering layer. 

Applications to Practical Systems. The Monte Carlo tech
nique has been widely applied to practical problems with partici
pating media. Initial practical applications for systems with par
ticipating media were probably in analysis of space nuclear 
propulsion. Howell et al. (1965) examined the radiative flux 
expected along the surfaces of a rocket nozzle exposed to radia
tion from the face of a high-temperature nuclear reactor, and 
included the effects of spectrally absorbing/emitting dissociated 
hydrogen. Because of the high predicted flux values, Howell 
and Renkel (1965) examined the effect of injecting particles to 
form a high-opacity region along the nozzle wall. The results 
are summarized in Howell et al. (1966). Industrial furnaces 
have also received considerable attention. Taniguchi (1967) 
applied Monte Carlo to a one-dimensional slab with an ab
sorbing-emitting gray medium, with temperature-dependent 
properties and uniform internal generation. He then extended 
the work to a three-dimensional enclosure with gray walls at 
equal uniform temperature (Taniguchi, 1969). Taniguchi and 
Funazu (1970) further extended the three-dimensional enclo
sure analysis to include two regions of differing radiative prop
erties and spectral characteristics to approximate the flame and 
combustion products regions of a fired furnace. They also in
cluded a simple model of advection in the gas. Later compari
sons were made between predictions and experimental data 
(Taniguchi et al., 1974). 

Steward and Cannon (1971) analyzed radiant transfer in an 
end-fired cylindrical furnace, and found results that were com
parable to zonal analysis. They describe the method as being 
more flexible, but suggested ways to minimize statistical vari
ance in the results. 

Monte Carlo was used by Vercammen and Froment (1980) 
to compute view factors and exchange areas for the zoning 
method for application in furnaces. They also provided an algo
rithm for smoothing the statistical variations in the calculated 
factors. Lockwood and Shah (1981) in their initial explanation 
of the discrete transfer method (DTM) noted that it is closely 
related to Monte Carlo techniques, but that they expected to 
sidestep some of the shortcomings of Monte Carlo. Malalasek-
era and James (1995) used a ray-tracing technique in a nonor-
thogonal grid to find the transfer among discrete elements for 
use in the DTM. Gupta et al. (1983) and Farag et al. (1986) 
used Monte Carlo to account for the anisotropic scattering pres
ent in fired furnaces. Kudo et al. (1991a) developed a three-
dimensional code for furnace analysis, Omori et al. (1991) used 
a Monte Carlo/zonal method to study the behavior of a heat-
treating furnace. Duic et al. (1996) used Monte Carlo to com
pute the radiative flux divergence in the energy equation to 
analyze the effect of tube leakage on heat transfer into a com
bustion chamber. 

Radiative transfer in a circulating fluidized bed was analyzed 
by Kudoetal. (1990) and Taniguchi etal. (1993), and Tamura 
et al. (1995) analyzed the interaction between convection, com
bustion, and radiation in a radiant tube burner. 

Radiation from high-temperature gas jets has been another 
area of application. Galanova and Shashina (1981) used Monte 
Carlo methods to evaluate the triple integral describing the radi
ative flux on an arbitrary object from an axisymmetric free jet; 
this is one of the few cases in radiative heat transfer where this 
technique is used instead of direct simulation. Sumarsono et 
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al. (1993) and Taniguchi et al. (1995) analyzed the coupled 
radiative-convective heat transfer in a nongray free jet, and 
predicted the spectral flux emitted to a cylindrical surface paral
lel to the jet axis. 

Related Algorithms and Comparisons. Edwards (1985) 
presented a formulation of radiative transfer that used Monte 
Carlo to compute shape factors and exchange factors between 
volume and surface elements. He then used standard matrix 
inversion techniques to solve the radiative transfer, and pre
sented examples in planar and cylindrical shell geometries. 
Emissivities of isothermal layers were predicted for absorbing-
scattering isothermal layers. 

READ. A similar approach to that of Edwards (1985) was 
presented by Yang et al. (1995). They gave a detailed descrip
tion of the Radiant Energy Absorption Distribution (READ) 
method. This technique has the objective of combining the ad
vantages of Monte Carlo techniques with reduced computational 
time. Effectively, this method also computes exchange factors 
among all medium and surface elements using Monte Carlo, 
and then uses these factors in a standard energy matrix formula
tion to determine radiative transfer. Computer programs and 
examples are provided for two and three-dimensional systems. 

REM2. The Radiation Element Method by the Ray Emis
sion Model (REM2) technique has been modified through a 
series of papers as finally outlined in Maruyama and Aihara 
(1996). This method also uses rays emitted from volume and 
surface elements to determine factors that describe radiative 
exchange, and these are then used to compute radiative ex
change. Results are shown for a complex toroidal geometry. 

These methods can treat inhomogeneous media as long as 
the properties are not temperature dependent; if they are, then 
the matrix of exchange factors must be recomputed at each 
iteration, and the advantage of the method is lost. 

The READ and REM2 techniques have the same advantages 
and limitations as other methods based on exchange factors; 
once the factors are computed, different sets of boundary condi
tions (temperatures or fluxes) can be imposed, and these cases 
each can be run without recomputing the exchange factors. 
Thus, many cases can be run parametrically and quickly. If 
a combined-mode problem is being run, this has significant 
advantages in computer time and algorithm convergence. How
ever, if radiative properties are temperature dependent, or if 
nongray gases are considered (so that an exchange factor matrix 
must be computed for every spectral interval considered), or if 
parametric studies of the effect of properties are the objective, 
then the method may not be a practical choice. 

Markov Chains. Some methods closely related to direct 
physical simulation as used in Monte Carlo have also been 
proposed. Esposito and House (1978) indicated that a Markov 
Chain formalism could be implemented that would allow gen
eral treatment of a large class of radiative transfer problems, 
where Monte Carlo simulation must often be reformulated for 
each geometry. They implement a Markov chain formalism to 
the problem of unidirectional radiation incident on a Henyey-
Greenstein scattering plane layer, and show that the layer re
flectance can be quickly and easily computed. In this method, 
a transition matrix is precomputed. This matrix relates the scat
tering interactions between plane volume elements within the 
plane layer. The multiple scattering is then computed as a chain 
of implementations of the exchange matrix. 

Naraghi and Chung (1984) showed how a transition matrix 
can be found for the case of an enclosure with diffuse, specular, 
or specular-diffuse surfaces. When specular surfaces are pres
ent, the reflection process is not truly Markovian, as the reflected 
energy distribution is dependent on the incident distribution. 
The authors showed how to partially account for this effect, 
and their technique approached higher accuracy as more and 

more multiples of the transition matrix were used. In Naraghi 
and Chung (1985), the method was extended to treat participat
ing media. It was shown that the transition matrix could be 
generated from Hottel's exchange areas. The method was fur
ther extended to bidirectional surfaces in Naraghi and Chung 
(1986). 

Billings et al. (1989) treated enclosures with participating 
media by a general Markov chain formalism, and solved the 
problem of radiative exchange through a participating medium 
between concentric cylinders. In Billings et al. (1991a, 1991b), 
a two-parameter Markov chain method was introduced so that 
the effect of history on specular and general bidirectional reflec
tions could be accurately handled. 

Sivathanu and Gore (1993, 1994, 1996) have introduced the 
Discrete Probability Function (DPF) method, which is in a 
sense a hybrid of Monte Carlo and Markov chain methods. 
Rather than direct simulation of each individual packet path, 
the probabilities of dispersion of energy after each event are 
computed; these are closely related to the transition matrices of 
Markov chain methods. Increased efficiency of calculation was 
noted, particularly for cases where low probability events are 
of interest such as absorption in optically thin media or on high 
reflectivity surfaces. 

The chief drawback of the Markov chain methods is that the 
transition matrix must be precalculated. This matrix must con
tain all of the effects of factors such as anisotropic scattering 
and bidirectional reflectivities for exchange between every pair 
of surface and volume elements in an enclosure, and may be 
different for each spectral range considered. The necessary 
amount of precomputation destroys much of the advantage 
gained over the direct simulation Monte Carlo method during 
the actual calculation of radiative transfer. It is not clear that 
Markov chain methods possess an advantage for complex prob
lems, although the methods probably deserve more research. 

Treatment of Extended Problems. 

Variable Properties. Participating media with properties 
that vary spatially are tedious to treat by any technique. Monte 
Carlo is really no exception, and variable property problems 
are a major challenge. Because packet paths may go in any 
direction, the distance to absorption or scattering for each packet 
must be individually computed along a vector with varying 
absorption and/or scattering coefficients. A few papers have 
addressed this problem, 

Montagnino (1968) noted that for media with a refractive 
index that varies spatially, Monte Carlo sample packets should 
follow a curved path, and this will affect the calculation of 
energy distribution on receiving surfaces. A Taylor series ex
pression for the curvature vector near a particular point was 
derived and implemented in a ray-tracing procedure. He pre
sented some examples of error induced by neglecting this effect. 

Maltby (1994) examined the ASME test problems suggested 
by Tong and Skocypec (1992) using a three-dimensional Monte 
Carlo code. He varied the mesh size in one-eighth of a three-
dimensional parallelepiped enclosure from 5 x 5 x 5 to 9 X 9 
X 9. Properties and temperature were assumed to be constant 
within each element. Because the properties and temperature in 
the medium both vary in a prescribed way in these problems, 
the results are expected to be grid-dependent to some degree. 
He found that the results for wall flux and local flux in the 
medium did not vary significantly with grid size in the range 
tested, but the flux divergence did vary, particularly near the 
cold bounding walls. He also found very strong dependence on 
the way the spectrum was averaged. 

Because of the observation that differences in treatment of 
spectral effects apparently introduced considerable differences 
among solutions by many methods in the 1992 ASME problem 
comparison, Hsu and Farmer (1995) took one of the three-
dimensional problems from the problem set, and reduced it to 
a gray linearly anisotropically scattering medium problem with 

554 / Vol. 120, AUGUST 1998 Transactions of the ASME 

Downloaded 10 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



12UU -| 

1000-

CPU 8 0 ° -
Time 600-
(sec) 4 0 0 . 

200-

0- L 1 1 1 

Optical Depth 

Fig. 4 Relation between optical depth and CPU time for a gray medium 
with parabolic temperature distribution between infinite parallel black 
plates (Farmer and Howell, 1994c) 

Fig. 5 Grid system for hybrid diffusion-Monte Carlo solution (Farmer 
and Howell, 1994c) 

spatially varying properties. In this way, all aspects of the prob
lem except the spectral effects could be examined and com
pared. They used a Monte Carlo and a modified discrete ordi-
nates (YIX) method with an S-16 quadrature set to solve the 
problem, and compared results for eight different cases of prop
erty variation across a cubical enclosure. The results of the two 
methods were in very good agreement (within one percent) 
except for cases where discontinuities in properties were pres
ent; in these latter cases, the well-known "ray effect" appar
ently introduced error (up to six percent) in the YIX results. 
However, the YIX method ran considerably faster than the 
Monte Carlo solutions. To remove the ray effects from the cases 
where significant disagreement occurs would require a higher-
order quadrature set, which might well make the CPU times 
comparable. Hsu and Tan (1996) further extended the YIX 
method and continued to compare with Monte Carlo results for 
validation. 

Farmer (1995) and Farmer and Howell (1998) compared 
various strategies for handling problems with variable proper
ties. For example, if a volume is divided into volume elements, 
then it can be assumed that both temperature and radiative 
properties are constant within the element. If this is done, the 
distribution of calculated properties becomes more precise in 
space if more volume elements are chosen as shown by Maltby 
(1994), but the variance in results for each element increases 
unless the number of packets is increased. An alternative is to 
allow linear, quadratic, or higher-order variations of tempera
ture, properties, or both within each volume element, thus 
allowing fewer volume elements to be used. The price is in
creased computational complexity in determining packet paths. 
Comparisons of the performance of the various strategies were 
given in Farmer and Howell (1998). 

Hybrid Methods. Straightforward Monte Carlo tends to be
come quite long running when a participating medium becomes 
optically thick in either a spectral or geometric region, so vari
ous methods have been introduced to eliminate this disadvan
tage. Optical thickness can become large within spectral regions 
because of band and line absorption, and in spatial regions 
because of the generation of combustion products or other spa
tially varying effects. The relationship between CPU time and 
optical depth for a particular single processor is shown in Fig. 
4 for a one-dimensional homogeneous, gray medium with speci
fied parabolic temperature distribution between cold black 
walls. CPU time is that required to calculate the uncertainty in 
the surface radiative flux to within one percent of analytical 
results. 

Some methods are quite accurate for optically thick media. 
These are generally the methods based on series expansions in 
terms of optical thickness, which can be accurate when only a 
few terms are retained. These include the diffusion and P-N 
methods. It follows that a hybrid technique that uses one of 
these methods in the optically thick portions of the spectrum 
or geometry, and uses the Monte Carlo method in the moderate-

to-small optical thickness regions should be quite accurate and 
efficient. Farmer and Howell (1994b, 1994c) used this ap
proach, defining two hybrids that combine the diffusion solution 
(Deissler, 1964) and Monte Carlo. 

In the coupled hybrid method, each spectral interval is tested 
for the product of the shortest side of a volume element times 
the optical thickness. All optically thick elements are set aside 
for treatment by the diffusion method. The rest are analyzed by 
Monte Carlo. Optically thick elements that abut boundaries and 
thin elements are treated by Monte Carlo so that adjustments 
such as jump boundary conditions need not be imposed. 

The adjusted hybrid method is a faster but more crude 
method. For each spectral interval, the smallest volume element 
dimension throughout the medium is multiplied by the smallest 
extinction coefficient. If this product gives a value larger than 
some specified optical thickness, then the entire medium is 
treated as optically thick, and the diffusion solution with jump 
boundary conditions is applied. Otherwise, the medium is 
treated by Monte Carlo. This allows efficient treatment of prob
lems with spectral bands and windows. 

Farmer and Howell (1994c) presented hybrid solutions for 
a three-dimensional 2 X 5 X 3 m enclosure containing an ab
sorbing-emitting spectrally dependent and anisotropically scat
tering medium (C02 plus carbon particles). This is one of the 
problems from the 1992 specification by Tong and Skocypec 
(1992). The grid system used is shown in Fig. 5. 

Figure 6 shows a comparison between the exact solution 
(generated by the pure Monte Carlo method), a solution by the 
discrete-ordinates-YIX method, and the two forms of the hybrid 
Monte Carlo-diffusion solution. Comparison of CPU time is 
given in Table 2. The reductions for this particular problem are 
significant but not startling. This is because the spectral bands 
cover a relatively small portion of the spectrum, so most of the 
problem is run using Monte Carlo, and the diffusion solution 
is only imposed in the optically thick portion of the bands. 

Note that the variation in the precision of the results (mean 
standard deviation in the flux divergence throughout the vol
ume) is reduced as more of the problem is treated by the diffu-

Monte 
Carlo 

- Coupled 
Hybrid 

- Adjusted 
Hybrid 
YIX 

"* 0 0.5 1 1.5 
X - Distance along Center Line (m); 

Y=0 and Z=0 

Fig. 6 Flux divergence along centerline of parallelepiped enclosure con
taining nongray scattering medium by four methods (Farmer and Howell, 
1994c) 
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Table 2 Computation time for the results of Fig. 6 (Farmer 
and Howell, 1994c) 

Precision (kW/m3) Solution method CPU time (hr.) 

1.64 Pure Monte Carlo 11.8 
1.16 Coupled Hybrid 7.5 
0.6 Adjusted Hybrid 4.7 

sion solution. More details and examples of some other hybrid 
approaches can be found in Farmer (1995). 

Spectral Dependence. The effects of spectral dependence of 
the absorption and scattering properties of participating media 
remain difficult to handle in radiative transfer analyses. Because 
the addition of spectral effects to a Monte Carlo code adds a 
few programming steps, it is not conceptually difficult to include 
them. Indeed, adding detailed consideration of spectral effects 
may add little to the run time of Monte Carlo codes, and this 
is a most attractive feature of the method. 

For many methods of analysis (for example, the zone and 
READ method), exchange areas or their equivalents are depen
dent on optical thickness, and it may be necessary to carry out 
significant additional calculation to handle a spectrally depen
dent problem. For Monte Carlo, however, the number of sample 
packets needed to treat a problem that includes spectral depen
dence need be no larger than the number required for an equiva
lent gray problem. This is because the intent of most analyses 
is to determine total heat flux (i.e., heat flux integrated over the 
entire spectrum), total flux divergence, or temperature. These 
quantities depend on total energy; that is, the total number of 
packets that is absorbed locally. So long as a method is used 
that appropriately distributes the total number of packets among 
the spectral regions, no increase in packet number is necessary 
over that for a gray solution. However, in certain cases, particu
larly where a medium is highly emitting and has many spectral 
lines, many of the emitted packets may be in spectral regions 
with high optical thickness; in this case, run time may be greatly 
increased over the gray case, and the variance of the solution 
may be greater for an equal number of packets compared with 
a gray case. If the details of the spectral distribution of radiant 
energy are needed, then it may be necessary to increase the 
number of packets so that sufficiently accurate statistics are 
generated in each portion of the spectrum. 

Howell and Perlmutter (1964) included the spectral charac
teristics of the absorption coefficient ax of high-temperature 
hydrogen in a calculation of radiative transfer between parallel 
plates. Because the hydrogen line structure was overridden by 
the continuum spectrum at the very high temperatures consid
ered, line structure was neglected. In this case, a straightforward 
application of the relation between a random number and the 
wavelength was obtained by numerical integration of Eq. (4) 
applied to this case, which takes the form 

f ax(\*)exb(\*, T)dX 

The objective was to choose R and determine the corresponding 
value of the wavelength, \ . To do this, Eq. (8) was integrated 
from zero to various values of the upper limit \ , and the resulting 
R versus \ relation was curve-fit in the form 

\ = AR + BR2 + CR3 + ... . (9) 

In this particular case, a different curve-fit must be obtained for 
various temperatures which the medium may attain. Because 
the absorption coefficient was highly temperature-dependent for 
the temperature range considered in this paper, and the tempera
ture distribution was unknown and to be determined, this prob
lem was iterative and the properties varied across the medium. 

Thus, the path length calculation for energy packets was done 
piecewise across each medium volume element. 

Haji-Sheikh and Sparrow (1969) and Modest (1993) have 
presented algorithms for determining the wavelength of emis
sion from a blackbody as a function of a random number. Hadji-
Sheik's method is a straightforward set of curve fits of the form 
of Eq. (9), while Modest uses a more efficient technique based 
on a cubic spline. 

Campbell (1967) treated a frequency-dependent absorption 
coefficient. Again, line structure was omitted. Comparisons be
tween the complete frequency-dependent Monte Carlo solution 
and solutions based on Planck mean and Rosseland mean ab
sorption coefficients showed large differences. 

A wide-band spectral model was used by Farmer and Howell 
(1992, 1994a, 1994b, 1994c) and Yuen et al. (1992) because 
it was specified for the Tong and Skocypec (1992) comparison 
problems. In these problems, the temperature distribution was 
specified. 

A much more complex case is encountered when the detailed 
line structure that forms absorption bands must be considered. 
A number of researchers (Modest, 1992; Taniguchi et al, 1992; 
Kudo et al , 1993a; Liu and Tiwari, 1994; Cherkaoui et al., 
1996; Surzhikov and Howell, 1998) have applied Monte Carlo 
using narrow-band models of line structure. 

Modest (1992) used a narrow-band approach, and verified 
the method by comparing with exact solutions for isothermal 
slab emission and transfer between parallel plates. He carefully 
points out the difference in mean packet path lengths that occur 
for emission from boundaries and emission from the medium. 
Packets emitted from surfaces have a high probability of having 
a wavelength that lies in a spectral window, with correspond
ingly long path length. Emission from the gas, however, will 
have a high probability of emission near a spectral line center, 
and thus will have an associated wavelength that will place it 
in a highly absorbing region of the spectrum with correspond
ingly short path length. This correlation of gas emission wave
length with wavelengths where the medium has high absorption 
causes radiative transfer to have characteristics that are difficult 
to handle in many analytical techniques. 

Taniguchi et al. (1992a) used the Elsasser narrow band model 
with Edwards' wide-band parameters for C0 2 and water vapor 
in nitrogen, and predicted the energy exchange between parallel 
plates through the gas mixture. Variations in gas properties 
across the layer were considered, although the gas was divided 
into only five volume elements. They compared with various 
equivalent gray-gas models using spectrally averaged gas prop
erties. 

Kudo et al. (1993a) extended the Taniguchi work by noting 
that the first event in a Markov chain can be chosen deterministi-
cally as long as succeeding events are chosen randomly. By 
choosing the first event as the determination of spectral variable 
(wavelength or wave number), the tedious stochastic choice 
procedure can be replaced by a sequential choice across the 
spectrum. Savings of a factor of nine were observed in computa
tional time. 

Liu and Tiwari (1994) used a narrow band model with an 
exponential-tailed inverse intensity distribution to simulate gas 
spectral properties. They showed that the effect of considering 
the correlation of spectral lines can be quite large, and if it is 
ignored the radiative transfer can be greatly overestimated. They 
indicated that Monte Carlo is one of the few techniques that 
allow easy inclusion of correlation effects. 

A narrow-band approach coupled with an exchange factor 
calculation by Monte Carlo evaluation was invoked by Cher
kaoui et al. (1996). Using this method, reciprocity of exchange 
factors was assumed, and some of the statistical fluctuations in 
the Monte Carlo results were avoided. 

A reduction in Monte Carlo computational time was the ob
jective of the work by Surzhikov and Howell (1998). They 
observed that CPU time is greatly affected by the presence of 
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extremely large absorption coefficient near line centers (and 
therefore very short path lengths and long CPU times for corre-
lated-line problems). They examined various averaging tech
niques for handling line absorption using narrow-band ap
proaches. The methods were found to be accurate and effective 
for small-tp-moderate optical thickness (less than order 1), but 
became quite inaccurate at larger optical thickness in compari
son with exact line-by-line calculations. 

Parallel Processing. Monte Carlo is particularly suited to 
parallel computation. Each sample packet can be treated individ
ually, so that individual bundle histories can be handled on a 
single processor. The more processors that are available, the 
more packets can be handled simultaneously. 

The usual measures of the efficacy of parallel computing for 
a particular application are the speedup, defined by 

speedup = 

and the efficiency, defined as 

efficiency = 

CPUtimes, 

CPUtime, parallel 

speedup 

number of processors 

(10) 

(11) 

Because there is little or no required communication among 
processors during history generation, there is little overhead 
in using multiple processors, and the speedup in Monte Carlo 
calculation in radiative transfer should be very nearly inversely 
proportional to the number of processors (i.e., the efficiency 
should approach 1.0). This potential advantage of the method 
has been recognized by many researchers. 

Burns and Pryor (1989) showed the effects of vectorizing a 
Monte Carlo code for surface-surface interaction, and discuss 
the probable advantages of parallel computation. Taniguchi et 
al. (1992b) presented results for a nongray medium in a simple 
geometry using a particular 64 processor computer, and showed 
that computational time was essentially inversely proportional 
to the number of processors used. Using a farming algorithm 
in which tasks are assigned to individual processors by a central 
processor as needed, they showed the fraction of total computa
tion time taken for following packet histories, communication, 
and idle time. By far the greatest fraction was for packet histor
ies, so that communication overhead and idle time were small 
and speedup was indeed nearly proportional to the number of 
processors. For 64 processors, efficiency was 98.4 percent. 

Al-Bahadili and Wood (1993) presented a quite good com
parison of the speedup and efficiency provided by various types 
of computer architecture. They solved three rather complete 
radiative transfer problems on a variety of serial computers 
and two parallel computers with differing characteristics. They 
indicated that speedup is nearly ideal with up to 16 processors 
with efficiency of over 90 percent. They discussed a method of 
distributing random numbers among the processors, and showed 
some techniques for rapid random number generation. They 
compared the accuracy of results from the Monte Carlo calcula
tion with solutions from a finite element and S-8 solution, but 
unfortunately did not compare the CPU times among the various 
solution techniques. 

Farmer (1995) and Farmer and Howell (1998) examined the 
various parallel architectures for computers, and their relative 
advantages for Monte Carlo calculations. They discussed the 
advantages of various programming strategies, including do
main decomposition, farming, and pipelining. Most attention 
was paid to domain decomposition, where portions of the prob
lem are given to each processor. Various modes of domain 
decomposition were considered; decomposition by portions of 
the total number of packets; decomposition of the spectrum; 
decomposition of the geometry; and decomposition by number 
of trials to be run. The potential for a hybrid method using two 
or more forms of decomposition was discussed. It was con-
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Fig. 7 Speedup versus number of parallel processors for isothermal 
optically thick medium (optical thickness = 10) between cold black sur
faces (Farmer, 1995) 

eluded that domain decomposition by fraction of packets was 
simplest, and also has historically shown near-ideal speedup. 
An isothermal gray slab between black boundaries was used as 
a test case. They pointed out that using the performance measure 
y2t and then running cases to the same variance level on sequen
tial and parallel machines, the speedup can be defined as 

, y2 X CPUtimesoriul speedup = — 
CPUtime,, 

y2 X CPUtime, parallel CPUtime, 
(12) 

parallel 

which is the same definition as Eq. (10). Thus, the speedup 
and the ratio of serial to parallel performance are the same. The 
optical thickness was varied, and the speedup (performance 
ratio) was measured for various numbers of parallel processors 
up to 72. The speedup for an optical thickness of 10 is shown 
in Fig. 7. 

The speedup was seen to be quite close to the ideal. When 
a larger number of packets was used, the speedup was even 
closer to ideal (efficiency over 90 percent for any number of 
processors up to 72). This happened because the time spent in 
initialization, communication, final data output, and other front 
and back-end tasks became a small portion of the total CPU 
time. Speedup and efficiency dropped off with decreasing opti
cal thickness; this effect was ascribed to the load imbalance 
that occurred because a processor may rapidly complete the 
assigned packet histories and become idle. This effect was espe
cially severe for regions near an absorbing boundary, because 
many packets leaving such regions could reach the boundary 
immediately and end their histories. Regions far from a bound
ary have fewer packets with such curtailed histories. For an 
optically thick case, there is less unbalance because each packet 
will on average have paths that end in one mean free path before 
reaching a boundary. Each processor will then on average spend 
about the same time to complete its packet histories. The use 
of a farming algorithm could reduce this unbalance problem for 
optically thin cases. 

It is clear that parallel algorithms will greatly benefit Monte 
Carlo calculations of radiative transfer. Further research in this 
area may give definitive answers to the questions of best strategy 
for implementation, but the use of parallel computation is 
clearly indicated. 

Conclusions 

It is clear that a large volume of literature has appeared over 
the last 30 years on the fundamentals and applications of the 
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Monte Carlo method. This is strong evidence of both the contin
uing development of the method and its immediate usefulness. 
Despite the tongue-in-cheek description of the method as one 
in which random numbers are put in and random answers come 
out, the method clearly fulfills some definite needs. 

Monte Carlo can be used to solve tedious and difficult prob
lems in radiative transfer. This can be done by the analyst 
without a large investment in learning methods that are heavily 
steeped in mathematics. Monte Carlo has therefore been applied 
to many practical applications where a heat transfer analyst 
requires an accurate answer quickly, but the time to learn more 
arcane methods can't be invested. Because the method is known 
to produce accurate results if enough sample packets are used, 
Monte Carlo is often used to validate the results of other meth
ods. 

Probably the single most difficult problem in using the 
method is the inherent tradeoff between statistical accuracy 
(variance) and computational grid size. If radiative flux diver
gence is to be calculated for use in the energy equation, then 
the grid necessary for resolving the energy equation probably 
governs the problem. However, in many problems involving 
convection, this grid size must be quite fine, and it may not be 
suitable for a Monte Carlo flux divergence calculation. This 
incompatibility is not insurmountable. Radiative flux divergence 
often varies slowly over a region where convective effects are 
varying rapidly. In that case, a courser radiation grid can be 
used for radiative calculations, and the results can be overlaid 
on the convective grid. 

A related problem is the potential statistical variation from 
volume element to element. This could potentially induce con
vergence problems in a finite difference or finite element solu
tion of the energy equation. Variance reduction methods can 
ameliorate this problem. 

The author of this review is an advocate of the Monte Carlo 
method, and the following should be considered in that light: 
Computer speed is increasing rapidly. Monte Carlo has proven 
to adapt nearly ideally to massively parallel computation, while 
other methods generally have much lower speedup and effi
ciency. The cost of CPU time will soon be negligible compared 
with the cost of programming time. That may already be the 
case. If and when it is the case, it will make little sense to apply 
approximate numerical methods simply to save computer time; 
and indeed, these methods may not have a computer time advan
tage over Monte Carlo on massively parallel machines. 

Because it allows the accurate treatment of spectral proper
ties, inhomogeneous media, anisotropic scattering, complex ge
ometries, and indeed all of the important effects in radiative 
transfer, the Monte Carlo method stands an excellent chance of 
emerging as the dominant choice for treating radiative heat 
transfer. 
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Consecutive-Photo Method to 
Measure Vapor Volume Flow 
Rate During Boiling From a Wire 
Immersed in Saturated Liquid 
A photographic measurement technique is developed to quantify the vapor volume 
flow rate departing from a wire during boiling. The vapor flow rate is determined 
by measuring the volume of bubbles after departure from the boiling surface in 
consecutive frames of high-speed video. The measurement technique is more accurate 
and easier to implement than a previously developed photo graphic/laser Doppler 
anemometry (LDA) method. Use of the high-speed camera in place of a standard 
video camera eliminates the requirement for LDA-acquired bubble velocity measure
ments. The consecutive-photo method requires relatively few video images to be 
analyzed to obtain steady-state vapor volume flow rates. The volumetric flow rate 
data are used to calculate the latent heat transfer and, indirectly, sensible heat 
transfer which comprise the nucleate boiling heat flux. The measurement technique 
is applied to a 75-jim diameter platinum wire immersed in saturated FC-72. 

Introduction 

In fully developed, saturated nucleate boiling, latent heat 
transport and convection are the primary heat transfer mecha
nisms. Latent heat transport occurs when liquid vaporizes and 
leaves the surface. Convection heat transfer results from sensi
ble energy being removed by entrainment of the superheated 
liquid in the departing bubble's wake. A knowledge of these 
boiling heat transfer mechanisms will aid in the development 
of empirical and analytical correlations for boiling heat transfer. 

Previous investigators (e.g., McFadden and Grassmann, 
1962; Rallis and Jawurek, 1964; Paul and Abdel-Khalik, 1983; 
Barthau, 1992) have employed various photographic techniques 
to determine key boiling parameters such as bubble departure 
diameter, departure frequency, and nucleation site density. 
These investigators have presented experimental results of these 
key boiling parameters and most have used them to calculate 
contributions to total heat flux from a heated surface. Despite 
their merits, however, the methods used by these investigators 
require the analysis of a large number of individual photo
graphic frames at each heat flux. 

A single-photo method was developed by Ammerman et al. 
(1996) to enable rapid quantification of latent heat flux from a 
heated wire. Their method combined a single video image with 
laser-Doppler anemometry (LDA) bubble velocity data to de
termine the volumetric flow rate of vapor above a heated wire. 
The advantage of this over previous methods was that it required 
the analysis of only a few photographs at each heat flux. Another 
advantage of the single-photo method was that it evaluated 
bubbles departing from multiple cavities instead of focusing on 
an individual nucleation site. 

In the present investigation, a new consecutive-photo method 
is presented and explained. The consecutive-photo method re
quires relatively few video images to be analyzed to obtain 
steady-state vapor volume flow rates. This new method is a 
simplification of the single-photo method and provides more 
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accurate vapor volume flow rate measurements. The consecu
tive-photo method is used to determine the boiling heat transfer 
mechanisms for a 15-pm diameter, electrically heated, platinum 
wire immersed in saturated FC-72. Results from the consecu
tive-photo measurement technique are compared with data taken 
using the photographic/LDA method. 

Experimental Apparatus and Procedure 

The experimental apparatus for this study is shown in Fig. 
1. The test section consisted of an electrically heated, 75-y^m 
diameter platinum wire mounted between two copper terminals 
spaced 2 cm apart. A voltmeter and power supply were con
nected to the heater via the copper terminals. The direct-current 
power supply was connected to the heater in series with a preci
sion resistor which was used to determine the electrical current. 
The precision resistor had a resistance of 0.1 fl with an accuracy 
of ±0.05 percent. This equipment was interfaced via IEEE-488 
cables and controlled by a personal computer. Since platinum 
has a repeatable temperature-versus-resistance relationship, the 
wire itself was used to measure heater temperature. The wire 
was calibrated prior to testing and was checked after the test to 
ensure that it had not been damaged during the experiment. 
The heater was immersed in saturated FC-72 at atmospheric 
pressure. Liquid temperature was measured using a copper-
constantan thermocouple which was calibrated with a precision 
thermometer. The experimental uncertainties in total heat flux 
and wall superheat for a 95 percent confidence level were ±4.1 
percent and ±0.25 K, respectively. 

The wire heater was contained in a 1 -cm thick aluminum test 
vessel equipped with a 0.65-cm thick aluminum cover plate 
bolted into place and sealed with a rubber gasket. The test 
section could be viewed and illuminated through 1.3-cm thick 
lexan viewports built into the sides of the vessel. The bulk 
liquid was heated using three strip heaters attached to the outside 
of the vessel (two mounted to opposite sides and one mounted 
to the bottom). The bottom and sides of the test vessel (except 
for the viewports) were insulated with 2.5-cm thick styrofoam 
and the top with 1.3-cm thick foam rubber. The vessel was 
connected to a water-cooled condenser which vented the test 
section to ambient pressure. Electrical wiring entered through 
a sealed port on top. 
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A high-speed digital camera was used to obtain images of 
the boiling bubbles during the experiment. The frame rate and 
shutter speed were set at 240 frames per second and 1/ 10,000th 
of a second, respectively. The camera was connected to a per
sonal computer where digitized images were directly down
loaded into the computer's memory as they were acquired. The 
camera was equipped with a 200 mm lens to magnify the view
ing area. The wire heater was illuminated from the back side 
with a high-intensity 150 W halogen lamp. Light from the lamp 
was diffused using an imperfect diffuser (tracing paper) placed 
outside the test vessel. Lunde and Perkins (1995) found that 
using a perfect (Lambert) diffuser could cause bubble diameters 
to be significantly underestimated. They determined that the 
reflected image of the background in the bubble surface would 
be indistinguishable from the background itself, causing the 
outer portion of the bubble to appear invisible. However, the 
use of tracing paper as a diffuser resulted in highly accurate 
diameter measurements. 

Prior to performing the experiment, power was supplied to the 
strip heaters to heat the test liquid to its saturation temperature of 
56CC. The test liquid remained at saturation conditions for three 
to four hours to remove noncondensable gases. During this 
time, a magnetic stirrer was activated to expedite the degassing 
process. Following this degassing process the test was initiated. 
A heat-flux controlled boiling curve (shown in Fig. 2) was 
generated by incrementally advancing the power supplied to the 
wire heater. The boiling curve started in the natural convection 
region, progressed through the nucleate boiling region, and was 
extended just beyond critical heat flux (16.5 W/cm2) into the 
film boiling region. The solid line indicates the single-phase 
natural convection correlation of Kuehn and Goldstein (1976) 
and compares well with the test data. 

Vapor Volume Flow Rate Measurement Methodology 

A new photographic measurement technique was developed 
to quantify the vapor volume flow rate departing from a wire 
during boiling. The vapor flow rate was determined by measur
ing the volume of bubbles after departure from the boiling 
surface in consecutive frames of high-speed video. This consec
utive-photo method is a major improvement over the single-

photo measurement technique previously developed by the pres
ent authors (Ammerman et a l , 1996). 

Image Length Scale and Gray Level Calibration. Image 
processing software was used to measure the size of individual 
bubbles. The images were divided into 256 gray levels from 
black to white (0 to 255). However, before the bubbles could 
be sized, the image length scale and threshold gray level (gray 
level which separates the edge of a bubble from the background) 
had to be determined. Lunde and Perkins (1995) determined 
the threshold gray level by examining a histogram of gray levels 
within an image. Two peaks were observed within their histo
grams: one peak representing mean gray level of bubble pixels 
and a much larger peak representing mean background gray 
level. They typically set the threshold gray level to be halfway 
between these two peaks. Ammerman et al. (1996) determined 
threshold gray level by computing an average value of gray 
level for pixels which were clearly in the background (no bub
bles nearby). Both of these methods for determining threshold 
gray level are somewhat arbitrary, therefore a more rigorous 
method was established for this study. 

Several calibration photos were taken of a millimeter-scale 
ruler and a 1.59-mm diameter (-rjth-inch diameter) ball bearing, 
each with a different background grey level. A calibration photo 
was selected such that the background grey level in the region 
surrounding the ball bearing was nearly equal to the background 
grey level in the bubble images. Image length scale was directly 
obtained from the ruler and fixed within the image processing 
software. Equipped with the length scale, the image processing 
software could then be used to find the diameter of the ball 
bearing. Thus, the threshold gray level was determined by itera-
tively varying its value until the measured diameter of the ball 
bearing matched the known diameter. 

Bubble Sizing. Once the length scale and threshold gray 
level were determined, bubble sizes were obtained from the 
photographic images. Due to differences in rise velocity, one 
bubble sometimes partially obstructed the view of another bub
ble within an image. When bubbles appeared to touch or over
lap, they were divided into separate objects with a thin white 
line prior to sizing. When overlap of bubbles occurred, bubbles 
with a two-dimensional area approximately equal to the ob
structed area were counted twice to correct for the obstruction. 

Nomenclature 

a = semi-major axis of bubble (mm) 
b = semi-minor axis of bubble (mm) 

CHF = critical heat flux (W/cm2) 
D = wire diameter (cm) 

"/« 
: latent heat of vaporization (J/kg) 

L = length of wire examined (cm) 
LDA = laser Doppler anemometry 

qLH = latent heat flux (W/cm2) 

Vb = bubble volume (mm3) 
Vg = vapor volumetric flow rate 

(mm3/s) 
ps = vapor density (kg/m3) 
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Fig. 3 Sample nucleate and film boiling photos 

While the shapes of the bubbles were slightly irregular, most 
bubbles appeared elliptical in two dimensions. This was due to 
the initially spherical bubble being flattened between the oppos
ing buoyancy and drag forces. Based on this flattening phenom
enon, the bubble volume was determined from the two-dimen
sional image. First, the image processor mathematically trans
formed the slightly irregular two-dimensional bubble shape into 
an equivalent-area two-dimensional ellipse (semi-major and mi
nor axes of a and b, respectively) with identical second mo
ments about the center of gravity. Then, based on the flattening 
phenomenon, the three-dimensional bubble was assumed to re
semble an ellipsoid with semi-axes, a, a, and b, so that the 
bubble volume was calculated as 

jira b. (1) 

Volume Flow Rate Measurement. A series of several hun
dred photographs was acquired at each of three different fully 
developed nucleate boiling heat fluxes (8.6, 11.6, and 14.5 W/ 
cm2) and one film boiling heat flux (18.1 W/cm2). Sample photo
graphs are shown in Fig. 3 for the 8.6 and 18.1 W/cm2 cases. 
For the present experiment (bubble velocities on the order of 0.1 
m/s), a filming rate of 240 frames per second was chosen to 
enable tracking of individual bubbles from frame to frame. There
fore, the time interval between successive frames was 4.17 ms. 

Each series of photographs was examined, four frames at a 
time, to count and size individual bubbles. A control line was 

drawn parallel to the wire in each frame as a reference location 
for counting bubbles (shown in Fig. 3). The control line was 
bounded by the edges of the photographic image. It was not 
uncommon to observe bubbles merging just prior to, or just 
after, departure from the wire. Therefore, the control line was 
placed 2.0 mm above the wire to avoid sizing two bubbles in 
the process of merging. The first frame in a series was used as 
a reference frame (time = 0 s) to start bubble counting. The 
second and third frames were used to identify and track bubbles 
as they crossed the control line. In the fourth frame (time = 
0.0125 s), all bubbles which had completely crossed the control 
line during the time interval were sized. (No bubble in this 
study exceeded a height of 5 mm prior to being sized.) The sum 
of the individual bubble volumes was computed and divided by 
the time interval between the first and fourth frames (0.0125 
s). The resulting value represents the instantaneous vapor vol
ume flow rate for the sequence of four frames examined. The 
fourth frame of the first sequence then became the first (refer
ence) frame for the next sequence of four frames, and the pro
cess of computing instantaneous vapor volume flow rate was 
repeated. 

A plot of vapor volume flow rate versus time is shown in 
Fig. 4 for a heat flux of 8.6 W/cm2. The open squares represent 
values of instantaneous vapor volume flow rate. The scatter in 
the instantaneous data occurs, in part, due to the requirement 
that the bubbles must completely cross the control line before 
being sized. Also shown in Fig. 4 (represented by the connected 
open circles) is the cumulative time average of the instantaneous 
values. The cumulative time average settles quickly near the 
steady-state value in approximately 0.1 s. An analysis of 0.1 s 
of video required sizing bubbles in only eight frames (out of 
25 frames examined). The measurement time was extended to 
0.25 s to obtain greater accuracy. However, even at 0.25 s, 
bubble sizing was performed in only 20 video frames (out of 
61 frames examined). Figure 5 shows a plot of cumulative time 
average vapor volume flow rate for each of the four heat fluxes 
examined. All four heat fluxes show a similar trend of settling 
near their steady-state values within 0.1 s. 

Volume Versus Height Investigation. To investigate the 
possibility of additional vaporization or condensation after de
parture, individual bubble volumes were measured in successive 
frames and compared. Fifteen bubbles were selected at random 
from each heat flux for this purpose. The bubbles selected were 
located below the control line in the reference frame of a given 
four-frame sequence. The bubble's volume was measured in 
each of the four frames as it rose and crossed the control line. 
Then each of the four volumes in a sequence were divided by 
the reference-frame volume to determine the percent change 
from frame to frame. 
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Fig. 7 Individual bubble volume versus height for nucleate boiling (14.5 
W/cm2) 

ment area or was obstructed by another bubble. Figure 7 indi
cates that, on average, bubble volume neither increased nor 
decreased after departure. The effects of the fluctuations in vol
ume versus height (seen in both Figs. 6 and 7) are minimized 
due to the time averaging performed (Figs. 4 and 5). The com
bined results of Figs. 6 and 7 strongly suggest that bubble 
volumes measured above the wire during nucleate boiling are 
the same as those at departure. 

Film Boiling. As seen in Fig. 3, there is a dramatic differ
ence in bubble formation and departure between nucleate boil
ing and film boiling. Results of percent relative volume versus 
frame number for the film boiling case are shown in Fig. 8. A 
least-squares linear curvefit of the film boiling data indicated 
that measured bubble volumes in Frame 4 were approximately 
six percent above those in Frame 1. Therefore, two representa
tive film boiling bubbles were selected from the 18.1 W/cm2 

case to determine how individual bubble volumes varied with 
height. A plot of film boiling bubble volume versus height 
above the wire for the two bubbles is shown in Fig. 9. The 
trend of volume versus height is somewhat periodic in nature 
due to the fluctuation in shape after departure. The first frame 
in each series is taken just prior to the moment of departure as 
the base of the bubble is necking. Since the bubble is necking 
from a thin wire, the bubble shape is not symmetrical but is 
elongated in the direction parallel to the wire (see Fig. 3(b)). 
Therefore, in the image, the bubble appears to be larger than 
its actual size. The second frame is taken just after departure 
when the bubble is in transition to a more uniform shape. By 
the third frame, the bubble has attained a fairly stable, uniform 
shape. The third frame in each series is representative of the 
Frame 1 bubbles identified in Fig. 8. Then, between approxi
mately 2 to 5 mm above the wire, the measured volume in
creases. (Bubbles in the latter portion of this region are typical 

Nucleate Boiling. Data for the three nucleate boiling heat 
fluxes are shown in Fig. 6 in a plot of percent relative volume 
versus frame number. As seen in Fig. 6, volume fluctuations 
did occur from frame to frame due to irregularities in bubble 
shape (not perfectly ellipsoidal as assumed). However, a least-
squares linear curvefit of the data (included in Fig. 6) indicates 
that the average bubble's volume does not change as it rises. 

To further investigate this volume-versus-height trend in the 
nucleate boiling region, six bubbles of various size were se
lected at random from the 14.5 W/cm2 case. The bubbles were 
tracked and sized in successive frames. Results of how their 
volume varied with height above the wire are shown in Fig. 7. 
(Bubble height is defined as the height of the bubble's center 
of gravity above the wire.) The first frame captured these bub
bles just after the moment of departure. The bubble was then 
followed until it reached the edge of the four-frame measure-
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Table 1 Uncertainties in vapor volume flow rate 

Total heat flux 
(W/cm2) 

Volume flow rate uncertainty 
(percent) 

8.6 
11.6 
14.5 
18.1 

±8.4 
±8.6 
±7.3 
±8.2 

of Frame 4 bubbles identified in Fig. 8.) In this region, the 
bubbles are accelerating. Because of their size and speed, they 
begin to deform, becoming slightly cup shaped. This deforma
tion may account for the increase in measured volume in this 
region. This increase in individual bubble volume between 2 
and 5 mm above the wire accounts for the volume increase seen 
between Frames 1 and 4 in Fig. 8. Above 6 mm, the bubbles 
generally begin to tilt back and forth as they travel upward (see 
Fig. 3(b)). When they tilt, they expose their flattened top (or 
bottom) sides toward the camera making their volumes appear 
even larger. 

The present authors believe that the volumes measured in the 
region near 2 mm above the wire are representative of departure 
volumes. This region is selected because bubble shapes are 
more uniform and bubble speeds are relatively low. Therefore, 
to estimate departure volumes for the film boiling case, the 
measured (Frame 4) volumes were decreased by six percent 
according to the curvefit shown in Fig. 8. 

Volume Flow Rate Uncertainty. Uncertainties in the nu
cleate and film boiling volume flow rate measurements are 
shown in Table 1 versus total input heat flux for a 95 percent 
confidence level. These uncertainties are due mainly to image 
resolution and bubble shape irregularity. Image resolution deter
mines the bubble diameter uncertainty since the diameter can 
only be measured to within one pixel width. The scale of the 
calibration photo determines the size of a pixel within the image 
processing software. 

Bubble shape irregularity accounts for the fluctuation in the 
individual bubble volume as illustrated in Figs. 7 and 9. Increas
ing the measurement time (number of frames examined) will 
decrease the uncertainty due to bubble shape irregularity as seen 
in Fig. 5. An additional six percent uncertainty was included in 
the film boiling calculation due to the variation in size versus 
height, as discussed earlier with Fig. 8. 

Comparison With the Single-Photo Method. In order to 
explain the benefits of the consecutive-photo method compared 
with the single-photo method, a brief summary of the single-
photo method will be provided. (A more detailed explanation 
can be found in Ammerman et al., 1996.) Video images of 
bubbles departing a heated wire immersed in a saturated liquid 
were recorded at selected heat fluxes. Bubble volumes in these 
images were measured in a manner similar to that used for the 
consecutive-photo method. Based on these volumes, an average 
bubble diameter was obtained for each heat flux. However, 
since high-speed photography was not used, bubbles could not 
be tracked from frame to frame. Therefore, even though bubble 
volumes were acquired, no time scale existed with which to 
determine volume flow rate. To provide this time scale, laser 
velocimetry was used to measure bubble velocity at each heat 
flux. Because bubbles accelerate upon departure, velocities were 
measured at various heights and numerically integrated to obtain 
an average velocity within the video image for each heat flux. 
Next, the average velocity per heat flux was plotted versus 
the average diameter per heat flux to obtain a velocity-versus-
diameter trend. This trend was used to estimate the velocity of 
individual bubbles within the video images at each heat flux. 
Finally, the individual bubble volumes and velocities were com
bined to determine volume flow rate. 

The primary advantage of the consecutive-photo method over 
the single-photo method is the ability to determine volume flow 
rates without measuring bubble velocities. Velocities measured 
with the laser were assumed to be representative of average 
bubbles departing the wire. However, it is not clear whether the 
average bubble velocity measured statistically corresponds to 
the bubble with the average diameter. This potential velocity-
diameter mismatch adds an unknown uncertainty to the single-
photo measurements. Another advantage of the consecutive-
photo method over the single-photo method is the manner in 
which gray level threshold was determined. As mentioned pre
viously, image gray level threshold calibration for the single-
photo method was not performed using a known-diameter 
sphere. Therefore, even though estimates of gray level threshold 
level uncertainty can be made, they are difficult to justify. These 
two advantages of using the consecutive-photo method provide 
much greater confidence in volume flow rate measurements. 

Boiling Heat Transfer Mechanism Analysis 

Experiments were conducted in both the fully developed nu
cleate boiling and film boiling regimes under saturation condi
tions. Natural convection is not present in fully developed boil
ing, Marangoni flow (surface tension-driven flow) is negligible 
in saturated boiling, and radiation is not significant until much 
larger wall superheats exist. Therefore, the primary heat re
moval mechanisms in both of these regimes are latent and sensi
ble heat removal. Latent heat fluxes can be determined using 
the measured vapor volume flow rates and the sensible heat 
component can be assumed to make up the difference. 

The steady-state vapor volume flow rates measured with the 
consecutive-photo method were used to determine the latent 
heat contribution to the total heat removal from the wire. The 
following equation was used to calculate latent heat flux: 

qm = 
p$A lfs 

TTDL 
(2) 

The density (13.49 kg/m3) and heat of vaporization (94.176 kJ/ 
kg) were evaluated at the saturation temperature of the liquid. 
Support for this assumption can be found in Figs. 6-9 which 
showed that with increasing height above the wire, bubble vol
umes either remained constant (nucleate boiling) or possibly 
increased (film boiling). If the vapor within a bubble had been 
superheated, it would have had a density lower than the density 
of saturated vapor. Upon cooling, the density would have in
creased and the bubble's volume would have decreased. Since 
no decrease in volume was observed, the vapor properties within 
a bubble were assumed to be at saturation conditions. 

A plot of latent heat flux versus total heat flux is shown in 
Fig. 10. The closed circle represents the film boiling point. The 
heavy solid line indicates the total heat flux, and therefore, the 
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Fig. 10 Latent heat flux versus total heat flux 
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theoretical upper limit of the latent heat flux. The latent heat 
flux data exhibit a smooth increase with total heat flux, even 
into the film boiling regime. An experimental uncertainty band 
is shown with the data using dashed lines. Uncertainties in latent 
heat flux result from uncertainties in vapor volume flow rate 
and wire heater surface area. Also shown in Fig. 10 is the latent 
heat flux determined by Ammerman et al. (1996) measured 
using the single-photo method. The test conducted by Ammer
man et al. examined a 75-fj.m platinum wire immersed in satu
rated FC-72. Therefore, a direct comparison can be made be
tween the two data sets. (Also included in the data of Ammer
man et al. are two partially developed nucleate boiling heat 
fluxes.) Latent heat flux data measured using the single-photo 
method are larger than those measured using the consecutive-
photo method. The data measured by Ammerman et al. were 
the best that could be obtained within the limitations of the 
single-photo method. However, the single-photo data fall out
side the measured uncertainty band of the consecutive-photo 
data. As discussed previously, the present authors place a high 
level of confidence in the consecutive-photo data since potential 
sources of error involved with the single-photo method have 
been eliminated. 

Figure 11 shows a plot of latent heat flux as a fraction of 
total heat flux versus the total heat flux as a fraction of the 
experimental critical heat flux (CHF). Also shown in Fig. 11 
are pool boiling data of Paul and Abdel-Khalik (1983) for a 
300-//m diameter wire immersed in saturated water at atmo
spheric pressure. Both sets of data show surprisingly similar 
magnitudes in view of the significant property differences be
tween FC-72 and water, and the differences in wire diameter. 
The present data, however, exhibit a lower slope than the water 
data. This slope appears to remain constant even as conditions 
change from nucleate to film boiling. This is interesting since 
some previous investigators (e.g., Paul and Abdel-Khalik', 1983; 
Zuber, 1959) have expected that heat transfer in the film boiling 
regime (at relatively low wall superheats) would be almost 
entirely due to latent heat transport. However, latent heat trans
port for the present film boiling case (wall superheat = 133 K) 
is approximately 89 percent of the total heat flux. 

A value of 89 percent latent heat transport indicates that 
approximately 11 percent of the film boiling heat transfer is 
due to sensible heat removal. In film boiling, this sensible heat 
component could take the form of liquid-solid contact. There 
is evidence in the literature for liquid-solid contact during film 
boiling. Chang and Witte (1990) detected liquid-solid contact 
during film boiling from a 6.35-mm OD thin-walled Hastelloy-
C cylindrical heater immersed in saturated Freon-11 at atmo
spheric pressure. They observed dramatic evidence of liquid-
solid contact near the minimum heat flux at a wall superheat 
of 115 K. The occurrence of liquid-solid contact gradually de
creased with increasing temperature up to a wall superheat of 

179 K where almost none occurred. Lee et al. (1985) measured 
the frequency of occurrence of liquid-solid contact on the face 
of a 10.2-cm diameter copper disk immersed in saturated water. 
They measured contact frequencies ranging from approximately 
2 Hz at a superheat of 200 K up to 50 Hz at a superheat of 100 
K. Chang et al. (1998) investigated film boiling from smooth 
and microporous-coated flat surfaces immersed in saturated FC-
72 and FC-87 at atmospheric pressure. They showed that the 
film boiling curve was enhanced, including the increase of the 
minimum heat flux, due to the addition of the microporous 
surface coating. Since the microporous coating enhances boiling 
by generating an increased number of nucleation sites, the en
hancement in film boiling could only come from liquid contact 
with the surface. 

Comparing film boiling at 18.1 W/cm2 with nucleate boiling 
at 14.5 W/cm2 in Fig. 11, the sensible heat component only 
decreases by approximately ten percent of the total heat flux. 
Therefore, in the present experiment, there is a strong possibility 
that liquid-solid contact is responsible for the sensible heat com
ponent during film boiling. In nucleate boiling, there are obvi
ously large liquid-solid contact areas combined with large liquid 
contact durations. In contrast, both the film boiling liquid-solid 
contact area and contact duration must be much smaller. How
ever, the wall superheat that drives the sensible energy exchange 
is nearly five times larger for the film boiling case. This large 
wall superheat is what enables 11 percent of the total energy 
to be removed in the form of sensible energy. 

The seemingly smooth transition of the latent heat transport 
curve in Fig. 11 from nucleate to film boiling indicates the 
possibility that the latent heat component at CHF may not be 
100 percent of the total heat flux. If this is true, then the analyti
cal reasoning behind the development of Zuber's (1959) hydro-
dynamic CHF correlation could be challenged. Zuber theorized 
that when a sufficient quantity of vapor was departing from the 
surface, hydrodynamic instabilities would occur which would 
trigger the collapse of the vapor onto the surface, resulting in 
vapor blanketing. In the development of his CHF prediction 
correlation, Zuber assumed that 100 percent of the heat dissi
pated at CHF would be due to latent heat transport. By interpola
tion of the curve in Fig. 11, the latent heat component at CHF 
could be slightly less than 85 percent. No firm conclusions can 
be drawn from these results, however, because Zuber's analysis 
was conducted assuming the heated surface was an infinite flat 
plate. Therefore the present test results with regard to CHF 
are not conclusive and additional testing is needed to further 
investigate this region. 

Conclusions 
A new consecutive-photo measurement technique was devel

oped to quantify the vapor volume flow rate departing from a 
wire during boiling. The vapor flow rate was determined by 
measuring the volume of bubbles after departure from the boil
ing surface in consecutive frames of high-speed video. The 
measurement technique is applied to a 75-/^m platinum wire 
immersed in saturated FC-72 to determine the nucleate boiling 
and film boiling heat transfer mechanisms. 

1 Bubble volumes measured after departure in the region 
above the wire are indicative of departure volumes. This obser
vation is based on frame-to-frame volume measurements for 
individual bubbles starting just after departure and on a bubble 
heat transfer analysis. 

2 The consecutive-photo method is more accurate and eas
ier to implement than a previously developed single-photo 
method. The single-photo method required bubble velocity mea
surements in order to obtain a time scale for volume flow rate 
calculation. These velocity measurements introduced additional 
error into the resulting volume flow rates. 

3 Based on the measured vapor volume flow rates, the latent 
heat and (indirectly) the sensible heat components of the fully 
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developed nucleate boiling and film boiling heat fluxes were 
determined. The latent heat flux values in nucleate boiling were 
lower than those measured previously using the single-photo 
method. However, the latent heat transport as a fraction of the 
total heat flux data were similar to data obtained in a previous 
investigation for water boiling from a wire. 

4 The latent heat component for a film boiling condition 
was 89 percent of the total heat flux. This observation indicates 
a significant sensible energy component for the film boiling 
case examined. It is likely that liquid-solid contact is responsible 
for the sensible energy removal. 
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Sensitivity Analysis for 
Thermophysical Property 
Measurements Using the 
Periodic Method 
The frequency domain provides an interesting alternative platform for measuring 
thermophysical properties. The resulting measurement technique produces reason
ably accurate thermophysical data from imprecise surface information. Having a 
periodic heat flux input at one surface, the thermal diffusivity is obtainable if tempera
ture produces a measurable periodic effect at another location. The analysis shows 
that only the phase shift is necessary to produce needed information while the bound
ary conditions can affect the experimental results. This method was tested near 
room temperature using two different materials: Delrin and 304 stainless steel. The 
experiments yield accurate thermal diffusivity data for both materials but the data 
for Delrin exhibit smaller errors. Before performing the experiments, a sensitivity 
analysis was carried out to determine the best range of frequencies for an experimen
tal investigation. 

Introduction 

This work addresses a procedure for accurately measuring 
thermal conductivity and/or thermal diffusivity of different sol
ids. The details of the theoretical procedure leading to the analy
sis of experimental data are well known and are available in 
most thermal conduction textbooks (Carslaw and Jaeger, 1986). 
Only a few studies of temperature response to periodic surface 
temperature or surface heat flux are referenced here. Zubair 
and Chaudhry (1995) discussed the steady-state and transient 
temperature variations in a semi-infinite solid. Caulk (1990) 
assumed temperature variations are confined within a thin layer 
and calculated temperature distributions. This assumption is 
valid for a periodic boundary condition of high frequency. A 
study of temperature oscillation in a solid cylinder was reported 
by Khedari et al. (1992). Rouault et al. (1987) used this concept 
to measure thermal diffusivity of alumina at high temperature. 
They compared sinusoidally modulated temperature at the outer 
surface of a cylinder with temperature at interior points. This 
technique is equally useful for measuring thermophysical prop
erties of thin films. Feldman et al. (1989) measured thermal 
diffusivity of diamond film by this method. 

The measurement procedure evolves from the classical solu
tion of the diffusion equation. The use of a periodic temperature 
field to measure thermal conductivity of a metal rod has been 
known for over a century (Angstrom, 1861). With the prolifera
tion of modern computer-based data acquisition systems, it is 
possible to design a strategy for accurately computing thermo
physical properties from the measured temperature data. Ther
mal property measurement by this technique is simple and rela
tively inexpensive; however, for thin and/or high thermal con
ductivity materials, sophisticated instrumentation is needed. 

A plate having a periodic heat flux at one surface will have a 
periodic temperature field throughout the plate after initial tran
sients. However, depending on the frequency, the amplitude of 
the periodic temperature decreases in the direction away from 
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the heat flux source. In principle, one can modulate the heat flux 
until there is a detectable temperature signal at a site and deter
mine the phase delay between the heat flux and temperature 
signals. A one-to-one relation exists between this phase delay 
and the thermal diffusivity of the plate. Also, the difference be
tween phase delays of temperature signals at two different sites 
depends on the thermal diffusivity. Generally, the phase delay is 
independent of the exact value of the measured temperature. 

The phase delay in the frequency method is useful for measuring 
thermal diffusivity when it is difficult to obtain accurate tempera
tures; e.g., temperatures above 1200 K. Any measurable property 
that changes with temperature is a candidate for phase delay deter
mination. The objective of this work is to perform sensitivity 
analysis and to demonstrate the useful range of frequencies for a 
specific application. This narrow range of frequencies depends on 
the thickness of the material and its thermal diffusivity. A sensitiv
ity analysis is carried out to show the set of parameters that can 
be adjusted to provide accurate results. An experimental study 
was performed near room temperature where the measurement 
environment can be accurately controlled. The test materials used 
were Delrin (a polymer) and 304 stainless steel. The analysis and 
experiments showed interesting results and identified the limita
tions of this measurement technique. This theoretical and experi
mental study paves the way for a more effective utilization of this 
type of measurement technique. 

Analysis 

The objective is to develop a measurement technique for 
thermal diffusivity and thermal conductivity under periodic 
quasi-steady-state conditions. The geometry is a one-dimen
sional slab and the governing equation is 

d2T 

dx2 
IdT 
a dt 

(1) 

with the boundary condition at x = 0 being q = qa + q0 sin vt 
where qa is the average or mean value of heat flux over one 
period. The boundary condition at x = L depends on the design 
of the experiment. First, a constant heat flux is used, q = qa, 
until the steady condition is achieved. Then, the temperature at 
the onset of periodic heat flux condition, or the initial condition 
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is T(x, 0) = Ti(x) = Ti0 - (Ti0 — Tn)x/L, where Ti0 is initial 
temperature at x = 0 and Tn is initial temperature at x = L. 
The transformation, 9(x, t) = TO, t) - Tt(x), introduces the 
following system of equations: 

d29(x, t) 1 d9(x, t) 

dx2 dt 
(2) 

The initial condition is 9(x, 0) = 0; the boundary condition at 
x = 0 is q = q0 sin v t, and, the boundary condition at x = L 
may be of the first, second, third, or fifth kind. 

The solution of this equation using the Green's function solu
tion method (Beck et al., 1992) is 

9(x, t) - f k Jr= 
G(x, t\0,T)q(T)dr (3) 

where G(x, t\0, r) is the Green's function. Integrating Eq. (3) 
gives 

k9(x, 0 _ v c o s (PmXlL) \uje~l3>"L2 

q0L = 1 Nm { Pi, + to2 

f32
n sin (toat/L2) to cos (toat/L2) 

Pi + oo2 Pt, + co2 
(4a) 

where to = vL2la and P,„ depends on the boundary condition 
at x = L. Only the values /3m and Nm in Eq. (4a) are to be 
computed for each of the boundary conditions of the first, sec
ond, third, or fifth kind at x = L (Beck et al., 1992). For 
example, the boundary condition of the first kind at x = L 
requires pm - (2m - l)7i72 and Nm = 5. The eigenvalues, /3,„, 
and norm, A',,,, for boundary conditions of the third kind and 
fifth kind at x = L were obtained from Beck et al. (1992, pp. 
495-496, 499). These solutions were examined during experi
mental studies. However, for the initial study, the boundary 
condition at x = L is of the second kind (Beck et al., 1992, Eq. 
X22.3), pm = (m — l)7r, and when n replaces m - 1 , Eq. (4a) 
reduces to 

k9(x, t) „ ^, , ,T ^ \ uje 
- 2 X cos (n-n-x/L) 

~(nK)2allL2 

q0L " „=1 " ' [(niry + w 

(nw)2 sin (toat/L2) to cos (uiat/L2) 
+ (MTT)4 + LO2 (nirY + u)2 

+ - [ 1 - cos (coat/L2)]. (4b) 
to 

The last term is the contribution of the n = 0 term. For quasi-
steady state operation, t is large and the exponential term disap
pears. The solution after replacing atlL2 by Fis 

kO(xlL, D 

qaL 

- 2 X c o s 

2 S 
(nir)2 

L J (KTT)4 + w2 

cos (UJT) 

sin (ojt) 

(mtY +u)2 

+ - [ 1 - c o s ( ( j f ) l - (5) 
0J 

This equation is rewritten as 

k[T(xlL,t) - Tt(x/L)] 

qaL 
= B sin (tot) — C cos (uit) + 

= Vs2 + c2 B 
,iB2 + C2 

sin (UJT) 
Vs2 + c2 cos (u)T) 

where 

B(xlL) = 

+ - (6a) 
to 

2 £ cos 
( nirx\ («7T)2 ] 

(6b) 2 £ cos 
( nirx\ 

(«7T) 4 + U>2_ 
(6b) 

and 

C(xlL) 2 X cos ( rmx \ u> 
~T~)'(mr)4 + to2 (6c) 

The term \IUJ in Eq. (6a) is an offset value that appears since 
the first eigenvalue is zero in this specific case. Equation (6a) 
can be rewritten in terms of an offset angle tp by using cos (ip) 
= S/Vfi2 + C2; then Eq. (6a) becomes 

k(T " Ti) = 4B2 + C2 sin (uT- y ) + - . (7) 
q0L u 

For convenience, Eq. (7) can take a different form when both 
sides are multiplied by UJ, 

Nomenclature 

Ampl (•) = amplitude 
Bi = Biot number, hLIk 

B, C = functions, Eqs. (6b) and 
(6c) 

cp = specific heat, J/kg • K 
C, = contact conductance, W/ 

m 2 -K 
Ch = mc,, for the heater, J/m3 • K 
/ = frequency, Hz 
k = thermal conductivity, W/ 

m-K 
L = plate thickness, m 
m = mass, kg 

m, n ~ summation indices 
q = heat flux, W/m2 

a0 = amplitude of q(0), W/m2 

q * = heat flux amplitude at heater 
site, W/m2 

qa — mean heat flux, W/m2 

R = relative sensitivity coeffi
cient 

SC = sensitivity coefficient 
5D = standard deviation 

f = time, s 
f= dimensionless time, at/L2 

t„ = period of oscillation, .$ 
t*(x) = time delay at x, s 

T = temperature, K 
Ta = mean temperature, K 
Tx = ambient temperature, K 

Greek 
a = thermal diffusivity, m2/s 
P = eigenvalues 

6(x — x') = Dirac delta function, m"1 

9 = temperature difference, T - T,•, 
K 

0 = dimensionless temperature, 
pcpvL(T - Ti)lq0 

v = 2-irf, rad/s 
p = density, kg/m3 

T = dummy variable 
ip(x) — phase delay at_;c, rad 

>p = amplitude of 9 
to = dimensionless frequency, vL2la 

Subscripts 
0 = at x = 0 
1 = at x = L 
a — average or mean 
d = for time delay 
i = initial condition 
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9 (x/L, t) = 
pcpvL(T - T,) 

= on/fl2 + C2 sin ( w f - y>) + 1 (8) 

where </> = ip(x/L) is the phase delay, and it is related to the 
time delay by the relation t*(xlL) = <p(x/L)/v. 

The convergence of Eqs. (6b) and (6c) is enhanced by using 
certain identities (Hansen 1975, p. 239), 

B 

and 

C = -

1_ 

2 \L 

24 

1 „ £ + r - 2 I 
cos (nirx/L) (9) 

n27r2 + nV4(«7r/a;)2 

+ 1 - - -6 U / 45 

1 • I •• - | I | - i • | I | r | 1 | I - 1 ' 1 

- 100->^i r -10 50 j0y%r • 

d 6 - 20 j%C%r^ --e l O ^ ^ ^ ^ r 
<5~ 5 - 5~^j/?y%0^ „ 

J ^^j0Jr/0r 

- l2%c%r -
II 

m 3 
^ ^ ^ ^ ^ B i = 0 • II 

m 3 
d -0) = 5 A y7s%3£ 0.1 
3, 2 _ '"'•'• ™>K ^ ^ " ^ o ^ _ 

- ^ ^ 
0.5 -

0 
I . I . i , i 

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 

Aq>/27t = [t*(l)-t*(0)]/to 

Fig. 2 Variation of time delay with to for different Biot numbers 

+ 2 1 
cos (rnvx/L) 

n V + nV(nn/uj)2 
(10) 

Consider again the quasi-steady-state solution given by Eq. 
(8) • Note that the local temperature and heat flux are harmonic 
functions, and there is an offset function equal to 1 that has_no 
effect on the phase delay or amplitude. The amplitude of 6 is 
ip(x/L) = u(B2 + C 2 )" 2 and the phase delay is <p(x/L) = 
tan ~1 (C/B). For the surface at x = 0,1^(0) and </>(0) are plotted 
in Fig. 1 for Bi values of 0, 1, 10, and 100. Notice that the 
amplitude, tfj(0), increases as to increases while <^(0) rapidly 
approaches a constant value when u > 10. When Bi = 0, an 
examination of Eqs. (6b) and (6c) shows that the solid lines 
in Fig. 1 have limiting values of ip(0) = 7i72 and i//(0) = 1 
when u = 0. According to this figure, the phase delay at x = 
0 is not generally sensitive to frequency change when to > 10. 
This will be demonstrated in the study of sensitivity coefficients. 

When the surface at x = L is exposed to ambient conditions or 
is not perfectly insulated, the hypothesis of using the boundary 
condition of the second kind is satisfactory if the temperature 
amplitude at x = L is small. For example, the estimated error 
assuming boundary conditions of the second kind at x = L 
instead of the third kind is about 100 X Ampl|T(L, t)]/[Ta(L) 
— T„] percent. However, the heat transfer coefficient also may 
depend on temperature. For example, in the presence of natural 
convection, the heat transfer coefficient depends on [Ta(L) -
T„Y with a s \ to | and the error is of the order of (100) X 
Ampl[T(L, t)]l [a[Ta(L) - T„]} percent. The solution using 
Eq. (4a) for boundary conditions of the third kind, at x = L, 
requires numerically finding eigenvalues, /3m, from the relation 
Pm tan /3„ = Bi (Beck et al., 1992). Using dimensionless param

eters, Fig. 2 shows u "2 as a function of the ratio of time delay, 
t*(l) — t*(0), to period of oscillation, t0, for different values 
of Bi. The abscissa in this figure is [f*(l) - t*(0)]/to = [<p(l) 
- <p(0)]/2ir. The graph shows three distinct regions: small to, 
large, co, and an intermediate range. The intermediate and large 
ranges of u> are perhaps the best regions to design a measure
ment technique while keeping the time delay less than one 
period. Figure 3 shows the ratio of amplitude at xlL = 1 to 
amplitude at x/L = 0. The amplitude ratio rapidly reduces as 
the signal frequency increases. A small-temperature amplitude 
at x/L = 1 implies that the solution becomes insensitive to the 
boundary condition at x = L. This observation is discussed in 
the section on experimental studies. 

The influence of convection at x = L is represented by the 
Biot number, Bi = hL/k, and the influence of the Biot number 
becomes small for UJ > 5 and is negligible when u> > 10. Data 
for different Bi = hL/k values are computed and included in 
Figs. 1-3. The data in Fig. 2 exhibit a remarkable feature; that 
is, the lines are nearly linear when UJ > 5; however, the slope 
of the lines depends on the Biot number. Therefore, one can 
write, 

L = C\ + c2 

t*(l) - t*(0) 
(11) 

where f*(l) - t*(0) is the time delay between x/L — 0 and 
x/L = 1. A nonlinear regression yields cx = 1.11 — 1.15 
exp(-0.376 Bi076) and c2 = 9.89 - 4.58/(1 + Bi )" 4 + 3.63/ 
(1 + Bi)" 2 . If there is a sensor at x = xu a plate between x 
= X] and x = L has a thickness of L - xt and Eq. (11) becomes 

~ ' • i • • • i i - I • , - • _ 6 
5 
4 
3 

^ 2 
O / ^ 

V ( 0 ) '-. 

•g 10° 

r 

M\ z 

S 6 

^ 4 
r Y Vo) 

i. 
3 

r Y Vo) 

Bi = 0 

i. 

2 : ' 
Bi 
Bi 

= 1 
= 10 -_ 
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Bi = 100 
'• 
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'• 
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Fig. 1 Dimensionless amplitude and phase delay for the surface at x 0 
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Fig. 3 Ratio of amplitude at x = L to amplitude at x = 0 as a function 
of time delay for different Biot numbers 
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/ - (L - x,) s c, + c2 
f*(l) - t*(x,/L) 

(12) 

where ci and c2 are constant when Bi = 0. Equation (12) is 
valid when v (L — X\)2la > 5. Further simplification is attain
able when Bi = 0. Subtracting Eq. (12) from Eq. (11) provides 
the relation a = U[2TTX,/(C2AIP)]2 where A</J = tp(xt) — v?(0). 

Sensitivity Coefficients 

The theoretical information described earlier is useful for 
implementing an experimental procedure that can produce mea
sured values of thermal diffusivity. The test directly produces 
thermal diffusivity if the time delay between two different sig
nals from two different sites is known. In addition, the amplitude 
of the harmonically varying temperature can directly produce 
thermal conductivity if the amplitude of the surface heat flux 
is available. Therefore, two independent sets of information 
are obtainable: the first is the amplitude and the second is the 
frequency shift. It is necessary to calculate the sensitivity coef
ficients for both cases. 

The amplitude sensitivity coefficient, SC, to thermal diffusiv
ity, a, assuming fixed pcp, is 

SC(x/L, UJ) = a 
dij/(x/L, UJ) 

da 

= — UJ 
dip(x/L, UJ) 

du) 
(13a) 

To conduct an optimal experiment, for standard statistical as
sumptions, independent of the frequency, it is necessary to max
imize the ratio 

R{xlL, UJ) 
<K0, w) 

dip(x/L, UJ) 

da 
(13*) 

The sensitivity coefficient, SC, and relative sensitivity, R, at 
xlL = 1 are plotted in Fig. 4 as a function of UJ. The relative 
sensitivity is also plotted as a function of xlL and u> in Fig. 5. 
Figure 5 shows that the magnitude of R reduces at higher xlL 
and UJ. The value of R, Fig. 5, is negative at x — 0, then passes 
through zero and assumes small positive values at x = L, see 
in Fig. 4. The dot-dash line in Fig. 4 shows a pair of xlL and 
UJ that makes R = 0, indicating a poor sensitivity zone. This 
implies that the magnitude of amplitude will not provide useful 
information far beyond x = 0. 

Alternatively, the sensitivity of the signal delay between x = 
0 and any x, Aip(x)/2n = [t*(x) - f*(0)]/fo, also depends 
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Fig. 4 Sensitivity coefficient, SC, and relative sensitivity, R, for ampli
tude 

Fig. 5 Relative sensitivity for amplitude, R, as a function of x/L and to 

on the value of UJ. The phase-delay sensitivity coefficient is 
defined as 

SCd = a = - w (14a) 
da duj 

that can also be written as 

R*= -
UJ \ fl[Ay>(*)] 

27T/ OUJ 
(14b) 

The function Rd is computed as a function of x and u> and the 
results are plotted in Fig. 6. The value of Rd is small when 
either x or u is small. Based on the data in Fig. 6, the frequency 
should be chosen when /?,, is sufficiently large, e.g., UJ > 3. 
However, based on Figs. 3 and 5, large x/L and UJ values reduce 
both amplitudes and sensitivity R at the sites. 

Experimental Studies 
The theoretical study shows that the time delay between a 

sensor at x = 0 and at x = L can produce the value of a. 
Furthermore, the analysis indicates that the boundary condition 
at x = L can affect the time delay between x = 0 and x = L. 
However, as stated earlier, one can find an optimum value of 
UJ, so that the time delay between x = 0 and x = L/2, for 
example, becomes insensitive to the boundary condition at x = 

Ra 

Fig. 6 Relative sensitivity for time delay, R,„ as a function of x/L and to 
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L. When this condition exists, losses due to the finiteness of 
the sample size should not influence the measured time delay. 
These interesting theoretical observations will be demonstrated 
experimentally using two test plates with different thermal con
ductivities: one low and the other moderately high. Theoretical 
studies are verified using two different materials: Delrin and 
stainless steel. 

Experiments Using Delrin. A simple test apparatus was 
constructed that consists of two Delrin plates 0.1508 m X 
0.0503 m and L = 0.01966 m thick. Delrin or poly(oxymethy-
lene) is an engineering thermoplastic with the chemical formula 
(—CH2—O—)„ that is machinable and has low thermal con
ductivity. A heater was placed between the two Delrin plates. 
Two thermocouples were embedded, one at x = LI2 and one 
at x = 0.0165 m from the hot surface. Two additional thermo
couples were affixed at x = 0 and x = L. The location of the 
thermocouples and the plate are in the inset of Fig. 7. A quasi-
steady condition was obtained by providing a heat sink while 
maintaining the one-dimensionality of heat flux. To accomplish 
this, the Delrin plates and the heaters were sandwiched between 
two aluminum plates; each 0.0065 m thick. This provides a 
spatially uniform temperature field at x = L. However, the 
aluminum plates did begin to influence the frequency shift and 
provide an interesting phenomenon. Equation (4a) also de
scribes the temperature solution except the eigenvalues, /?,„, 
must include the effect of heat capacity of the aluminum plates 
(Beck et al., 1992). This type of boundary condition is classified 
as a boundary condition of the fifth kind. The heater and thermo
couples were connected to a National Instrument data acquisi
tion board. Prior to the onset of the experiment, direct current 
was supplied to the heater until a steady-state condition was 
reached. The steady-state condition yields the values of heat 
transfer coefficient using the relation h = qal{Tn — T„) where 
r„ is the ambient temperature and T, t is temperature at x = L. 
The heat transfer coefficient, h, is assumed to be constant for 
boundary conditions of the third and fifth kind at x = L; and, 
the respective eigenvalues /3m are computed using equations 
Pm tan 0,„ = hL/k and /?,„ tan /3m = hLIk -
(52

m(mcp)Ml'(mCp)De\tm- Then, the computer is programmed to 
provide power to the heater so that the applied power has the 
form 

q = <la + q* sin vt (15) 

where qa and q * are the mean value and amplitude of heat flux 
at the heater site. There will be a phase shift for the heat flux 
entering the Delrin plate due to the heat capacity of the heater. 
Also, the contact resistance can cause a reduction in the ampli
tude of the heat flux from q * to q0. However, it is shown that 

0.25 

0.20 -

~a o.i5 

o 
rt 0.10 

0.05 

0.00 

Plate and 
Thermocouple 
(TC) Locations 

• a, B. C. 5th Kind, TC 1,3 
0 a,B. C. 3rd Kind, TC1.3 
A a, B.C. 3rd Kind, TCI,4 
T a, B.C. 3rd Kind, TCI,2 

300 310 320 330 340 

Local Mean Temperature, K 

Fig. 7 Thermal diffusivity using signals at different locations and the 
best fit line, a x 10e = d, + dj" where d, = 0.435 m2/s and d2 = -7.80 
x 10 - 4 with SD = ±0.004 m2/s 

314 
313 
312 

W 311 
<0 310 
a 309 
ca 308 
S 307 
D. r 
g 306 -
» 305 -

H 304 -

Period: 1000 seconds 
Temperature 
Power 

I i i i I i i " i " | " i i i | i i i | i i i | i " r i | i i 

,.... . . . . ........ 

- ; I f I i I f I I t (0.84L-

3 % 
o 

i "S, 
ft 
< 

0 

0 1000 2000 3000 4000 5000 6000 7000 8000 

Time, seconds 

Fig. 8(a) A sample of measured temperature and heat flux for Delrin, 
t„ = 1000 s 

313 

312 

311 

^ 310 

£ 309 

3 308 
§ 307 
S* 3°6 

6 § 305 -

Period: 500 seconds 
Temperature 

— Power 

->" 

304 
303 
302 

T T 

..,....,. 1....1 .... i....l i . . . l . . . . j . . . . | 

_i i L 

3 9 

i "E, 

< 
o 

1000 2000 3000 4000 

Time, seconds 

Fig. 8(b) A sample of measured temperature and heat flux for Delrin, 
U = 500 s 

the only factor that determines the thermal diffusivity is the 
phase delay between the thermocouples, e.g., at x = 0 and 
another thermocouple. Figure 7 demonstrates the influence of 
different thermocouple locations on the results. The symbols in 
the figure represent the measured thermal diffusivity data using 
the time delay between a thermocouple signal at x = 0 and a 
thermocouple signal at another location; x = 0.5 L, 0.84 L or 
L. Also, they are for different mean plate temperatures and for 
boundary conditions of the third and fifth kind. The data show 
remarkably good agreement and the worst discrepancy is about 
±10 percent. 

Two experiments for periodically applied power and the re
sulting temperature data are shown in Figs. 8(a) and &(b). The 
periods for the data are 500 and 1000 seconds corresponding to 
v = 0.004TT and 0.002TT rad/s and frequencies of / = 0.002 
and 0.001 Hz. The time delay for each trace in Figs. 8(a) and 
8(b) is calculated by curve fitting the data using basis functions 
1, t, ..., sin vt, cos vt. The value of the relative time delay, 
i\t*(xlL)lt0, provides input to a computer program that calcu
lates u>. In numerical calculations, Eq. (12) provides the initial 
guess for an iterative method to obtain the value of u> and then 
a = VL2/OJ. 

Figure 9 shows the influence of different signal frequencies 
on the results. From theoretical observations, at relatively high 
frequencies, a boundary condition at x = L will not significantly 
affect the measured thermal diffusivity. In contrast, at a rela
tively low frequency, the temperature amplitude at x = L is 
high and the boundary condition will affect the output of the 
thermocouple at other interior locations, e.g., x = L/2. The 
presence of the 0.0065 m thick aluminum plates, at x = L, 
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thermal diffusivity using TC #1 and #3; see Table 2 for errors 

permits evaluation of the boundary condition of the fifth kind 
(zero contact conductance) as well as boundary conditions of 
first, second, and third kinds. When t„ = 1000 seconds, the 
frequency is low and the temperature amplitude at x = L is 
relatively large. At this frequency, only the boundary condition 
of the fifth kind provides the best accuracy; see circular data in 
Fig. 9. The data presented in Fig. 9, using TC# 1 and 3, are for 
periods of t0 = 62.28, 250, 500, 700, and 1000 seconds. When 
t„ = 1000 seconds, the value of v(L — LI2)2la is less than 
five and only the analysis using the boundary condition of the 
fifth kind (Beck et al., 1992) at x = L produces consistent 
results. However, results using a boundary condition of the first 
kind are only slightly lower while convective and insulated 
boundary conditions provide higher results. For periods of 500 
seconds and less, all approximations for the boundary condition 
at x = L yield nearly identical results. Figures 8(a) and 8(£>) 
confirm this since the temperature amplitude at x = L is very 
small; negligible amplitude at x = L implies that temperature 
is nearly uniform and boundary conditions of the first, second, 
or third kind are acceptable. This confirms the theoretical rea
soning that there is a frequency range where a boundary condi
tion will not influence the measurement results when using 
sensors away from this boundary. Accordingly, one can adjust 
the input frequency so that the thermal diffusivity data become 
insensitive to the effect of an imperfect boundary condition at 
a remote boundary. According to Fig. 9, the optimum frequency 
range, using thermocouples 1 and 3, is 0.0014 to 0.002 Hz. 

In the presence of a heat sink at x = L, there is a temperature 
drop across the plate. To verify the quasi-steady condition, the 
thermal conductivity is calculated using temporal mean values 
of heat flux and temperature according to equation qa = IcATJ 
Ax. The plus and diamond symbols in Fig. 10 represent the 
thermal conductivities computed from the temporal mean val
ues. The open circles in the same figure are thermal conductivi
ties computed under steady-state conditions when q * = 0. The 
curve-fitted data plotted in Fig. 10 agree with a standard devia
tion of SD = 0.0034 W/m-K. A good agreement between 
steady-state and quasi-steady-state data validates the experi
mental accuracy. The agreement between the two sets of data 
is satisfactory. The measured thermal conductivity of Delrin is 
approximately 20 percent higher than the values reported in the 
literature (Hawthorne et al., 1969). The difference is due to 
variance in the number of polymer chains, in manufacturing, 
and in heat treating. 

The heat flux modulation to accurately determine thermal 
diffusivity is useful for applications when it is impractical to 
obtain accurate temperature data. Such conditions exist when 
temperatures are extremely high or when materials are ex

tremely thin. Measuring the thermal diffusivity by this method 
does not require accurately calibrated temperature since it only 
uses the phase shift, not the amplitude. Nonetheless, the method 
requires high heat flux amplitude and becomes demanding for 
thin films, especially when thermal conductivity is high. This 
point is demonstrated when this technique is used to measure 
the thermal diffusivity of 304 stainless steel. 

Experiments Using 304 Stainless Steel. Type 304 stain
less steel has well-known thermophysical properties, and a mod
erately high thermal conductivity sought to demonstrate the 
peculiarities of this measurement technique. The experiment 
using Delrin is repeated except the Delrin plates are replaced 
by two 304 stainless steel plates, each 0.01275 m thick. Thermo
couples, as thin as 40 gauge, placed at the surfaces of a plate 
next to the heater were influenced by the heater and showed 
temperature differences that are too high for reasonable accu
racy. To improve the measurement accuracy, thermocouples 
were embedded within the stainless steel plates. The main plate 
has three embedded thermocouples; one at x = 0.00256 meter 
(TC#1) from the hot surface, one at the center (TC#2), and 
one at x = 0.01019 meter (TC#3). The other stainless steel 
plate has a centrally located thermocouple, mainly to verify the 
symmetry conditions of the temperature field. If the thermal 
diffusivity is of the order of 4 X 10"6 m2/s, then for LO = 5 the 
value of v is 0.123 rad/s and the corresponding period is 50 
seconds. A periodic heat flux within this time period is not 
difficult to implement. Figure 11(a) shows temperature traces 
at three thermocouple sites when t„ = 50 seconds. When to = 
5, the amplitude of the temperature at the thermocouple site 
farthest from the heater is only 0.175 K. As the period of har
monically varying heat flux reduces to 30 seconds, see Fig. 
11(b), the amplitude reduces to 0.071 K. Accordingly, the 
temperature amplitude at the surface farthest from the heater is 
negligibly small; hence, a boundary condition of the third kind 
with a constant heat transfer coefficient at x = L is a suitable 
approximation. 

At the sample's mean temperature, Table I contains the mea
sured values of thermal diffusivity, assuming a boundary condi
tion of the second kind at x = L. Also, this table contains the 
measured values of thermal diffusivity for the same data but 
uses a boundary conditibn of the third kind at x = L. The 
deviation between the two sets of data is within the expected 
deviations of experimental data discussed earlier. The numbers 
included in the parentheses in Columns 3 and 4 are the values 
of w for the corresponding thermal diffusivity data. There is a 
remarkable agreement between thermal diffusivity data when 
u) values are in the neighborhood of 5. The temperature data at 
x = L, Fig. 11 (b), are noticeably noisier than corresponding 
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Fig. 11(a) A sample of measured temperature and heat flux for 304 
stainless steel, f„ = 50 s 
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Fig. 11(b) A sample of measured temperature and heat flux for 304 
stainless steel, t0 = 30 s 

data in Fig. 11(a). The noisy data is likely to increase the error 
in the measured values of thermal diffusivity when t„ = 20 and 
30 s; further discussion of errors is in a separate section. The 
data in column 4, for t„ of 40, 50, and 60 seconds, agree well 
with the reported value of thermal diffusivity (Incropera and 
DeWitt, 1990), column 6, especially for the more realistic 
boundary condition of the third kind at A- = L. The thermal 
diffusivity values, when u> =s 6.5, are within 4.4 percent of 
available data (Incropera and DeWitt, 1990). To check the 
robustness of the measured temperature data, the thermal con
ductivity is computed using mean temperature and mean heat 
flux values. The measured values are lower than expected, 
within k = 11.9 to 12.9 W/m-K. The error is likely due to 
transient noise in the periodic data, discussed in the next section. 

Table 1 Measured thermal diffusivity and thermal conductivity 

Period, 

seconds 

Mean 

Temp., K 

a(G))xl06, m2/s axlO6 

mV 
Period, 

seconds 

Mean 

Temp., K BC 2nd Kind BC 3rd Kind 

axlO6 

mV 

20 346.8 3.34(15.3) 3.24(15.3) 4.16 

30 350.1 3.72 (9.14) 3.59 (9.48) 4.18 

40 347.0 4.26 (6.00) 4.01 (6.36) 4.17 

40 349.6 4.59 (5.56) 4.36 (5.85) 4.18 

50 345.7 4.63 (4.42) 4.29 (4.76) 4.16 

50 350.1 4.35 (4.69) 4.14(4.93) 4.18 

60 346,9 4.59 (3.71) 4.25 (4.00) 4.17 

To verify this, the steady-state technique, q* = 0, is also used 
to measure the thermal conductivity of the test samples. The 
measured thermal conductivity increased to 14.2 W/m • K but 
remains nine percent lower than the reported data (Incropera 
and DeWitt, 1990). 

Error Analysis 

An important feature of using phase modulation is that the 
temperature calibration has no effect on the results. The location 
where the temperature effect is measured has significant effect 
on the computed thermal diffusivity since a is related to L2. 
The determination of the exact sensor location depends on the 
specific experiment and material being used, e.g., front and back 
surfaces of a thin film. In this study, it is assumed that the 
thermocouple is at the geometrical center of the hole drilled by 
a milling machine. The recorded coordinate of the thermocouple 
is verified by examining the temperature linearity prior to the 
onset of experimentation. 

An important and interesting factor that is inherent in the 
measurement of phase delay is the random error. This becomes 
significant as the amplitude of temperature decreases. One can 
show that the error in phase delay is directly related to the 
error in the measured sensor signal. For a harmonic temperature 
signal T = i/f sin {tot + <p), any change in <p and ip influences 
the value of T. Differentiating T and then casting the results in 
the difference form shows 

oifi dip 

= [sin {tot + (p)]Aif/ + [tjj cos (cot + ip)]A(p (16) 

when Ai// and Aip are small. Since the phase is computed by 
setting sin (u>t + ip) = 0, then 

Aip = AT I ill. (17) 

This simple relation is a primary contributor to the error in 
thermal diffusivity data. 

In numerical processing of the data for phase and amplitude, 
the standard deviation describes the data noise. Based on Eq. 
(17), the standard deviation represents the error in the phase 
angle. Table 2 shows a sample of errors for Delrin. Measured 
temperature data, similar to those in Figs. 8 and 11, were curve 
fitted to extract temperature amplitude and phase angle, columns 
3 and 5. The standard deviation of the curve fit is in column 4. 
When the temperature amplitude is much larger than the stan
dard deviation, the random error is quite small. Only data that 
show a signal amplitude larger than the standard deviation were 
processed. For example, the data for TC#2 and 4 when ta = 
250 s show the effect of the aluminum plate at x = L and they 
are not suitable for processing. Depending on the frequency 
and amplitude of the input signal, the error with 95 percent 

Table 2 Estimated error in Delrin sample data at thermocouple loca
tions for different frequencies, f = 2n/t0 

t Incropera and DeWitt (1990) 

Period, 

to, S 
TC# Amplitude 

Degree K 
SD,K <P0O, s Estimated 

Error% 

1000 1 2.075 0.020 1.06 2 
2 0.111 0.018 3.57 9 
3 0.571 0.016 2.28 2.4 
4 0.231 0.016 3.07 4.4 

700 1 1.681 0.019 1.13 3 
2 0.0536 0.016 4.08 14 
3 0.366 0.013 2.60 2.6 
4 0.131 0.014 3.51 6 

250 1 0.805 0.018 1.29 4 
2 0.0022 0.014 6.80 190 
3 0.0646 0.013 3.73 10 
4 0.0128 0.012 5.44 34 
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probability, column 6, varies over a broad range, typically be
tween 2 to over 100 percent. The error in the values of thermal 
diffusivity is indicated by error bars in Fig. 7. The data are 
curve fitted to ascertain systematic and other random errors. 
The solid line fits the experimental data with standard deviation 
of 0.004 between 305 to 345 K, and it is within the range of 
error bars for most of the data. Equation (17) appears to over 
estimate the error when >p is larger than but of the order of 
random noise. Perhaps the elimination of higher order terms in 
Eq. (16), when Atp is large, is responsible for this effect. Sig
nals from thermocouples 1 and 3 were used to evaluate data 
shown in Fig. 9. Except for the low range of periods, the error 
is less than the size of the data shown in the figure. 

In the evaluation of thermal diffusivity for Delrin, a power 
variation between 0 and 4.8 Watts produces temperature ampli
tudes of larger than 1.0 K. However, for 304 stainless steel, 
according to Fig. 11, for a peak power of 60 Watts, the largest 
amplitude is 0.35 K in Fig. 11(a) and 0.19 K in Fig. \l(b). 
Again, the standard deviation of temperature data is a measure 
of random noise. It is used to calculate the error in phase angle 
according to Eq. (17). The estimated errors due to random 
noise and system limitation for t„ = 20, 30, 40, 50, and 60 
seconds data in Table 1 are 30 percent, 20 percent, 12 percent, 
9.5 percent, and 8.9 percent, respectively. These estimated er
rors are remarkably consistent with the trend of data in Table 
1, column 4, and their agreement with published data. The 
standard deviation of the curve fit to extract amplitude and 
phase angle varies between 0.026 K and 0.04 K, larger than 
those for Delrin for the same mean temperatures (see Table 2). 
This is responsible for the weak comparison between the ther
mal conductivity data using the mean periodic temperature with 
the steady-state measurements and indicates a larger systematic 
eiTor due to the limitation of system resolution. 

Conclusion and Remarks 

The technique for measuring thermal conductivity and ther
mal diffusivity presented here is broadly classified as an inverse 
method. The experimental data only addresses the measurement 
of thermal diffusivity using the change between the phase angles 
at two different sites. The analysis shows that the specific heat 
is obtainable from the amplitude information. This requires an 
accurate knowledge of the input signal. The input signal could 
be surface heat flux or volumetric heat source. Except for the 
error analysis, the amplitude is only used in the Appendix to 
provide system information. 

When it is not possible to use conventional measurement 
techniques, a measurement of the change in the phase angle 
can be used to produce reasonably accurate thermal diffusivity 
data from imprecise information. To properly design an experi
ment requires a knowledge of the theoretical studies presented 
here. Primarily, the sensitivity data serve as a guide when de
signing a new experiment. The thermal diffusivity is obtainable 
if the temperature produces a measurable, periodic effect at the 
surface. Since only the phase shift is used, it is not necessary 
to know the actual value of the temperature. The sensitivity and 
other mathematical analyses indicate a frequency range that can 
improve the accuracy of data. A boundary condition can se
verely influence the results unless the measurements are made 
away from that boundary. 

According to Eq. (8) , the value Ampl[pc,,^L(T — Ti)/q0], 
for a given value of OJ, is fixed at any given spatial location. 
Since the thermal diffusivity of stainless steel is much higher 
than Delrin, for the same value of u>, the selected amplitude of 
heat flux must be substantially higher to provide detectable 
temperature signals. It then follows that for thin materials with 
higher thermal conductivities, an experiment of this type re
quires heat flux with high amplitude. 
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A P P E N D I X 
It is possible to predict the contact resistance between the 

heater and plates, and the value of Cft = (mcp) for the heater 
assembly using a simplified analysis. One can conveniently 
compute qQ and the phase delay between applied power and 
heat flux at x = 0. Both amplitude and phase information can 
produce the value of contact resistance between the heater as
sembly and the plates in addition to the value of mass times 
specific heat of the heater assembly. Assuming the spatial tem
perature variation in the heater assembly is negligible, one can 
use the fluctuating component of heat flux and write 

q* sin vt — q0 sin (vt - ip*) = Ch 
dT* 

dt 
(Al) 

where q0 is the amplitude of heat flux entering the plate, ip* is 
the phase shift between applied power and power transfeiTed 
to the plate, and T* is the temperature of the heater. Integration 
of Eq. (Al) yields 

T* cos vt H — cos (vt 
vCh vCh 

^*) + Tah (A2) 

where Tah is the constant of integration equal to the temporal 
mean temperature of the heater over one period. The contact 
conductance, C, is computed from the following relation be
tween amplitudes: 

q0 sin (vt — tp*) = C, X 

qo 

vC,, cos vt 

-J^- cos (vt - ip*) - Tp0 sin (vt - ip*) 
vCh 

(A3) 
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where ip0 = <p* + </>(0) and Tp0 = Ampl[T(0, t)]. After match- and 
ing the amplitudes and phase shifts, both sides of Eq. (A3) 
yield, 

C, = q„ . -Ta0 cos (<p0) + —-^ sin (<p*) 
vCi, 

= q* - <?o cos (y?*) - <?p sin (<p*) tan (y?*) 

i/ro0[sin (yj0) - cos (</7o) tan (ip*)] 

q q0 cos ((/?*) 

vCh vCh 

- Ta0 sin (ip0) 
1/2 The average values for contact conductance and Ch = mcp of 

(A4) m e heater assembly are 210 W/m2 • K and 40 J/K, respectively. 
They were computed using the data for Delrin. 
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Frequency Response 
Characteristics of an Active 
Heat Flux Gage 
The transient response and frequency response of a constant-temperature platinum 
film gage are computationally modeled for application to heat flux measurement. The 
probe consists of a thin platinum film (sensor) deposited on a Pyrex substrate, and 
coated with aluminum oxide. The probe is exposed to a convective environment, and 
the power required to maintain the sensor at a constant temperature is a direct 
indication of the local, instantaneous heat transfer rate. In application, the probe is 
mounted in a heated, high thermal conductivity material, creating an isothermal heat 
transfer surface. A two-dimensional numerical model was developed to represent the 
sensor, the Pyrex substrate and the coating. Ideally, the probe would be operated 
with the platinum at identically the same temperature as the isothermal surface. In 
the present study, the effects of non-ideal operating conditions, resulting in differences 
between the sensor and surface temperature, are examined. Frequency response 
characteristics are presented in a nondimensional form. The results of this modeling 
effort clearly indicate the importance of precise control over the sensor temperature 
in employing the present method for heat flux measurement. With the sensor tempera
ture equal to the isothermal surface temperature, the probe calibration is insensitive 
to the heat transfer rate over a wide range of heat transfer coefficients. However, a 
0.5°C difference between the sensor and surface temperatures yields a change in the 
calibration of approximately 20 percent over a range of heat transfer coefficient of 
500 W/m2K. At an input frequency of 10 Hz and an average heat transfer coefficient 
of 175 W/m2K, amplitude errors increase from 3 percent to 35 percent as the tempera
ture difference changes from zero to 1°C. These results are useful guide to calibration, 
operation, and data reduction in active heat flux measurement. 

Introduction 

The measurement of a time-varying local heat flux presents 
significant challenges in probe design and selection, calibration, 
and data analysis. Passive gages that sense temperature gradient 
have experienced recent advances, and inverse methods for heat 
flux measurement are common. Current heat flux measurement 
techniques have been described in the review by Diller (1995). 
In addition to these passive methods, heat flux can also be 
measured by employing a probe employing a thin-film sensor 
operated in a self-heated, constant temperature mode, in a man
ner similar to a hot-film anemometer. Such a probe can be 
mounted flush with a heated surface, thereby allowing for the 
possibility of creating an isothermal heat transfer surface. This 
active measurement technique has been employed in the Ther
mal-Fluid Sciences Laboratory at Clemson, primarily for the 
measurement of heat flux from a submerged surface to a fluid-
ized bed. 

In previous papers, theoretical limits were established for 
active heat flux probes employed in the measurement of both 
constant and time-varying heat fluxes (Beasley and Figliola, 
1988; Figliola, Swaminathan and Beasley, 1993). Liang and 
Cole (1992) examined the transient response of a heated film 
sensor under unsteady conditions, and Park and Cole (1994) 
investigated substrate effects in constant current operation. 

The issues which arise in the measurement of heat flux using 
a heated gage include the calibration of the gage, the bandwidth 
or frequency response of the measurement system, and the abil
ity to control the temperature of the platinum film and the 
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substrate. In previous studies, the steady-state calibration of a 
film sensor for heat flux measurement has been expressed in 
terms of the effective area of the probe. This concept provides 
a physical interpretation of the heat flow and resulting data 
reduction technique required for accurate measurement of heat 
flux using this technique. Further study examined the step re
sponse and frequency response of the probe in the case when 
the platinum sensor temperature and the heat transfer surface 
temperature were exactly equal. In practice, this operating con
dition cannot be achieved. Figliola and Swaminathan (1996) 
examined the steady response of a local heat flux probe under 
nonideal operating conditions. 

The present paper examines in detail the calibration, opera
tion, and frequency response characteristics of a heated platinum 
film probe for the measurement of heat flux. The probe is as
sumed to be operating under the limitations associated with 
actual implementation of the measurement technique using a 
constant temperature bridge anemometer. It will be assumed in 
the present discussion that the heat flux probe is mounted in a 
heat transfer surface, and that the objective is to measure time-
varying convective heat flux from this constant temperature 
surface. Ideally, the platinum film and the heat transfer surface 
would be at identically the same temperature during measure
ment. However, due to uncertainties in the temperature-resis
tance calibration of the sensor, and the inability to create a 
perfectly isothermal heat transfer surface, the platinum film 
must be operated at a temperature slightly higher than the heat 
transfer surface to ensure bridge stability. As such, the power 
required to maintain the platinum film at a constant temperature 
is strongly dependent on the amount of energy that flows to or 
from the sensor as a result of temperature differences between 
the platinum film and the heat transfer surface. The sensitivity of 
the measurement system is greatly reduced as the heat transfer to 
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aluminum oxide coating 

platinum film sensor 

Pyrex substrate 
1.5 mm diameter 

Fig. 1 Schematic representation of platinum film probe geometry and 
constant temperature bridge circuit 

or from the probe becomes significant compared to the heat 
transfer to the convective environment. The present paper exam
ines the operation of a representative probe under conditions 
where there are experimental uncertainties in the sensor temper
ature. A two-dimensional numerical model is formulated and a 
reasonable range of the design modifications described. Steady 
response, step response, and frequency response are discussed. 

Operation and Calibration 
A brief description of the operation and calibration of a plati

num film probe for heat flux measurement will be provided. In 
the applications under consideration here, a probe coated with 
aluminum oxide is employed. Such a probe and the associated 
electronics are shown in Fig. 1. The probe is mounted flush with 
the heat transfer surface, and appropriate electrical connections 
provided. Clearly, during calibration it is desired to determine 
the steady-state ratio of the bridge voltage and the local heat 
transfer coefficient. The following equation describes such a 
relationship in terms of the effective area, for a typical constant-
temperature anemometer bridge circuit, 

h(t) = 
E(t)2rs 

(rs + rb + rc)
2Aaf(Ts - T„) 

(1) 

& • 

<% 

Sensor (0S) Coating 

A JS Convective surface (Qjnf ) 
t t i m t / u i / t i i r / t i 

Substrate 

Dimensions [microns] 
dc= 11 
dB=751 
L = 70 
W =762 
to= 2 

Isothermal (Qg 5) 

W — — 

-?> 

Approaches to determining the static calibration, in terms of 

Fig. 2 Two-dimensional model of heat flux probe 

the effective area, of such probes include using stagnation air 
flows or radiative techniques. An approach which has proved 
successful in this laboratory for time-resolved heat flux mea
surement equates the time-average value of heat transfer mea
sured independently to the average signal from the constant-
temperature bridge circuit. 

Modeling 

The fundamental effects of temperature differences between 
the sensor and the heat transfer surface cannot be identified 
experimentally, but are essential to operation for the present 
technique. The nomenclature associated with probe geometry 
can be seen in Fig. 2. Defining the following nondimensional 

N o m e n c l a t u r e 

Aeff = effective area of heat flux probe 
(m2) 

As = sensor area (m2) 
Bic = Biot number 
dc = thickness of the coating (fim) 
dB = thickness of the substrate (/am) 

E(t) = time-varying bridge circuit volt
age (Volts) 

Fo = Fourier number 
/ = frequency (Hz) 
h — convective heat transfer coeffi

cient (W/m2K) 
k = thermal conductivity (W/mK) 
L = length of the sensor (/am) 
m = nondimensional length of the 

probe 
ms = nondimensional thickness of the 

sensor 

mc = nondimensional thickness of the 
coating 

mB = nondimensional thickness of the 
substrate 

Q„ = convective heat transfer rate (W) 
QBS = heat transfer rate to the substrate 

(W) 
Qs = heat transfer rate from the sensor 

(W) 
rb = bridge circuit equivalent resis

tance (fl) 
rc = cable resistance (fl) 
r„ = sensor resistance (Q) 
t = time (sec) 

TB = temperature in the substrate (CC) 
TB,s = temperature at the substrate 

boundary (°C) 

Tc = temperature in the coating (°C) 
Ts = sensor temperature (°C) 
ts = thickness of the sensor (/um) 

Too = average temperature of the convec
tive environment (°C) 

W = width of the probe (/um) 
x = Cartesian coordinate 
x = nondimensional Cartesian coordi

nate 
y = Cartesian coordinate 
y = nondimensional Cartesian coordi

nate 
a = thermal diffusivity (m2/s) 
® = nondimensional temperature 
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parameters (with the subscripts C and B referring to the coating 
and substrate, respectively), 

x = - ; y = — ©c = ; 
L dc Ts- r„„ 

0 _ TB ls „ _ IB,S Ts 
B — ~ ~ i ^B.S ~ 

TS - r. T, - T„ 

D acf „ . h(t)dc ts 

Fo = — ; Bi c = — ; ms = — ; 
dc kc dc . 

rfc dB W 
mc = — ; W?H = — ; m = — 

L L L 

(2) 

(3) 

the governing equations, and initial and boundary conditions 
are 

8&c \ d2®c d2@c 
- mc-^r + (4) 

9Fo '"" dx2 df 

^ 0 < i < l , 0 s f < m s , F o ) = 0 (5) 

0®c(* = 0, mi- < J < l ,Fo) 
cb; 

0 (6) 

(7) ®c(x = m, 0 < y < 1, Fo) = 0fl,s 

<9©c(0 < x< m,y= 1, Fo) 

= Bi c[0 c(O < J T < m , 7 = l ,Fo) + 1]. (8) 

For the substrate, analogous expressions are 

ac <90B , <92©B d2®B 
(9) 

aB <9Fo dx2 ay2 

©s(0 =s jf < m, y = - ms, Fo) = ©B]S (10) 

d®B(x = 0, -m B < y < 0, Fo) 

9x 
0 

@«(x "Jfl s y s 0, Fo) = 0B,.V 

a © c ( l < T < m, y = 0, Fo) 

£)y 

feBa©B(l <x< m,y = 0, Fo) 

(11) 

(12) 

(13) 

In these equations the following material properties were used 
ks = 1.2 W/m-K, &c = 19.2 W/m-K, a c = 8 X 10~6 n r / s and 
as = 61 X 1(T6 m2/s. 

The nondimensional governing equations and boundary con
ditions were discretized based on a control-volume approach 
that yielded a fully implicit set of difference equations to repre
sent the temperature distribution in the coating and the substrate. 
Variable grid spacings in both directions were employed, with 
much finer grid spacings used in the areas of highest temperature 
gradients. The resulting matrix system was solved using matrix 
operations in the software Matlab, which uses a Gauss elimina
tion numerical technique to perform both left and right matrix 
division. When these operations are performed, a test for ill-
conditioning is applied and in the case of an ill-conditioned 
system warning messages are displayed. No ill-conditioning 
problems were detected. 

The accuracy of the present numerical solution was assessed 
in several ways. Overall energy balances for the steady-state 
solutions allowed comparison of the convective heat transfer 
rate with the heat transfer rates at the boundaries of the probe, 
and that entering the domain from the sensor. The energy bal
ance was accurate to approximately ± 4 - 6 percent for the grid 
used to generate the present results (1496 nodes) with the con

vective heat flux as a reference. Comparison between the present 
formulation and results from previous studies confirmed the 
accuracy of the step-response for ideal boundary conditions 
where the temperature of the sensor and the heat transfer surface 
were equal. Grid independence of the transient and steady tem
perature fields was also examined. Very small absolute and 
relative errors were observed in the temperature field. The heat 
fluxes were more sensitive to the grid refinement. The overall 
heat transfer rate balance was considered as appropriate to eval
uate the error levels with the convective heat transfer rate as a 
reference. Table 1 presents the predicted nondimensional heat 
transfer rates coming from the substrate, supplied by the sensor, 
and removed by the convective fluid, for ©BiS = 0 and Bic = 
10 "4. The numerical results are dependent on the grid size and 
on the distribution of the grid nodes within the computational 
domain. It was decided that the grid with 1496 nodes leads to 
a good compromise between the numerical accuracy and the 
computational effort. Most of the results presented here were 
performed on a Sparc 20 workstation, with a typical run requir
ing three minutes for a steady-state analysis and about 20 hours 
for a transient case as that shown in Fig. 8. The effect of grid 
refining on the predicted results under transient conditions was 
also investigated. Predicted amplitude distortion and phase shift 
were within two percent for all grids presented in Table 1. For 
Bic = 3 X 10 ~4 the error decreased from nine percent to two 
percent as the number of grid points increased from 624 to 
1496. However, these estimations are greatly dependent on the 
Biot number and six percent was a representative error for the 
range of Biot number investigated here. 

The Effective Probe Area. Let us denote by QBS the heat 
transfer rate entering or leaving the computational domain at 
the interface with the isothermal heat transfer surface. Taking 
as positive the heat flux entering the domain, the heat transfer 
rate balance over the whole domain gives 

Qs + Q,,,s + Q- = 0. 

Then h can be expressed as 

Qs 
Aa!{Ts - r . ) 

-600(1 + 6 a j / & . ) 
Aeff(rs - r.) 

(14) 

(15) 

In a numerical simulation, with h taken as an input, and from 
the above equation, Aeff is evaluated as 

Aeff = 
Qs - 0 . ( 1 + QB,SIQ~) (16) 

h(Ts - r.) h(Ts - r.) 
When a numerical algorithm is applied to solve the analytical 
model, the three heat fluxes involved in this equation are ap
proximately computed. If we designate by a prime these approx
imate quantities, the effective probe area can be expressed as 

(A'e(f)s = 
Q's 

h{Ts - r . ) 

or 

(A'ath 
-QUI + QIJQL) 

h(Ts - r.) 

(17) 

(18) 

The effective area is computed from the arithmetic average of 
the two values: 

(Aeff)avc — 
(yUlf)B + (A'^)s 

(19) 

Results 
The present results are computed with the TSI Model 1471 

platinum film probe as the nominal case. The dimensions of 
this probe are shown in Figs. 1 and 2. Figure 3 shows nondimen-
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Table 1 The influence of the grid refinement on the predicted nondimensional heat fluxes 

Mesh No. of grid 
points 

Sensor Substrate 

QB,S 

Convective boundary 

Q„ 
Error [%] 

s "•" xlOO 

Mesh No. of grid 
points 

A s h(T s -TJ A sh(T a-T.) A s h(T a -TJ 

Error [%] 

s "•" xlOO 

26x24 624 3.933 5.917 -10.718 8.1 
35x26 910 3.976 5.955 -10.713 7.3 
35x34 1190 4.130 5.942 -10.717 6.5 
44x34 1496 4.223 5.958 -10.715 5.0 
39x50 1950 4.234 5.962 -10.716 4.9 
43x54 2322 4.314 5.970 -10.715 4.0 
50x60 3000 4.331 5.968 -10.716 3.9 

sional isotherms in the probe under the heat transfer conditions 
described in the caption. Energy flows from the sensor to the 
substrate and along the coating. It can be seen that the minimum 
temperature is located on the convective boundary as expected. 
Also it should be noted that a portion of the energy removed 
by the convective fluid comes from the heat transfer surface 
through the substrate. Therefore the heat flux at the convective 
boundary consists of two parts: the heat flux supplied (partially) 
by the sensor and the net heat flux coming from the substrate. 
The ratio between the two components varies with the tempera
ture difference between the sensor and the heat transfer surface, 
the convective heat transfer conditions, and the size of the probe. 
It should be noted, however, that only the sensor power is 
measured to provide a heat flux signal. This complexity of the 
heat transfer suggests that precise control of the sensor and heat 
transfer surface temperatures are imperative during calibration. 
In the present model, these heat transfers can be determined 
explicitly, and used as described in Eqs. (15), (18), and (19). 
When time-varying conditions are present at the convective 
boundary, the calibration is yet more difficult. The precise con
trol over the sensor and heat transfer surface temperature elimi
nates one of those dependencies, and its importance is apparent. 
The figure clearly suggests that the effective area of the probe 
will be significantly larger than the sensor area. In this case the 
nondimensional effective area of the probe is 5.1. 

For this measurement technique to be effectively employed, 
it is necessary that the probe be operated under conditions where 

the calibration is not greatly affected by the heat transfer rate. 
Figure 4 illustrates the effective area dependence on the coating 
Biot number, with the nondimensional temperature between the 
sensor and the heat transfer surface as a parameter. As Bic 

increases, the sensitivity of the effective area to the rate of heat 
transfer decreases. For the nominal probe, a value of Bic of 
0.0001 corresponds to a heat transfer coefficient of 175 W/ 
m2K. Figure 5 illustrates the linear dependence of the effective 
area on the temperature difference between the sensor and the 
heat transfer surface. These results are similar to those obtained 
by Figliola and Swaminathan (1996) for a larger probe design. 
As the convective heat transfer rate increases, corresponding to 
an increasing Bic , the sensitivity of the effective area to &B,s 
is reduced. In the limit of ideal boundary conditions (&B,S — 
0) the probe calibration is insensitive to the heat transfer rate 
over a wide range of the heat transfer coefficient. This plot also 
shows the necessity of controlling as precisely as is possible 
the temperatures of the sensor and the heat transfer surface. 
While it is neither possible, nor desirable for operation of the 
bridge electronics, to set these temperatures exactly the same, 
it is an absolute requirement that the difference be constant 
during calibration and measurement. Note that a change in ®B.s 
of 0.015 yields a change in the calibration of 20 percent over 
a range of Bic of 0.0004. For the nominal probe dimensions 
and materials, and Ts - T„ = 30°C these conditions correspond 
to a temperature difference between the sensor and the heat 
transfer surface of about 0.5°C and a range of the heat transfer 

Fig. 3 Steady-state isotherms for the nominal probe and nonideal boundary conditions (Bic • 
x 1 0 " ; 0B,s = -0.025) 
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Fig. 4 Effective area of the nominal probe as a function of operating 
conditions and heat transfer coefficient 

Fig. 6 Influence of the probe dimensions on the time response to a step 
change in the Biot number (0fl,s = -0.025) 

coefficient of about 500 W/m2K. Note that in the present analy
sis, the temperature of the platinum sensor was assumed uni
form. In actual operation, such a condition cannot rigorously 
be maintained. Park and Cole (1996) showed that a thin metal 
sensor has a nonuniform temperature that is Ts = Ts(x). In 
their model heat was introduced to the sensor by uniform heat 
generation throughout the metal volume. In the present applica
tion, however, it was found that the spatial variation of the 
sensor temperature can be neglected. The coating plays an im
portant role in this regard. For different convective heat transfer 
conditions, the heat dissipated by the sensor evaluated for Ts = 
constant was determined (for the nominal probe dimensions). 
To determine the degree of nonuniformity in the sensor tempera
ture, in subsequent simulations heat was introduced to sensor 
through uniform heat generation. The results indicated a maxi
mum temperature difference throughout the sensor material of 
0.25°C. The same difference was observed at the convective 
boundary in the vicinity of the sensor, while for the rest of the 
boundary the temperature distribution was practically unaf
fected. This temperature difference may cause an error in the 
estimated sensor temperature T„ of about 0.1°C which is about 
0.3 percent in the temperature difference T„ - Tx and will have 
a negligible impact on the estimation of Aoft for the range of 
operating conditions investigated here. 

Figure 6 illustrates the step-response of the probe, and also 
illustrates the effects of modifications to the probe geometry. 
The error fraction shows how fast the probe responds to a step 
change in the heat transfer coefficient. It is defined as (h(t) -
hf)l(h0 - hf) where h,„ hf, and h(t) are the initial, final and 
transient (probe response) heat transfer coefficients, respec
tively. The probe is subjected to a step change in Bi c from 5 
X 10 ~5 to 3 X 10 "4. For the nominal case this corresponds to 
a step-change in the heat transfer coefficient from 87 to 523 
W/m2K. Whereas the plot given in Fig. 6 in logarithmic scale 
shows in greater detail the initial transient, the uniform scale 
plot in Fig. 7 can be used to determine the rise time of the 
probe. The 95 percent response time for the nominal probe is 
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Fig. 5 Effect of Biot number and operating conditions on the nondimen-
sional effective area 
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Fig. 7 Influence of the probe dimensions on the time response to a step 
change in the Biot number (0fl,s = -0.025; f = 150 Hz) 
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Fig. 8 Amplitude distortion and time delay for the nominal probe under 
steady-periodic conditions (0B.s = -0.025; f = 150 Hz) 

8 ms (Fo = 520). A reasonable increase in the coating thickness 
(mc = 0.2) slightly increases the response time to 9 ms (Fo = 
370). When the length of the probe is augmented (m increases 
from 10.886 to 12, which corresponds to more than one sensor 
length) the 95 percent response time increases to 14 ms (Fo = 
740). 

If the probe is subjected to a periodic input, the output signal 
is attenuated and delayed. The attenuation is described by the 
ratio of the amplitudes of the input and output signals, termed 
the magnitude ratio. This effect is illustrated in Fig. 8 for steady-
periodic conditions. The amplitude distortion and phase shift 
depend on the frequency of the input signal. Note that after two 
periods of the input signal the response of the probe is stabilized 
in the computational model. However, our computations 
showed that at higher frequencies the number of periods needed 
for the output signal to stabilize increases gradually. Corre
spondingly, the computer time needed to accurately represent 
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the frequency response of the probe increases. The magnitude 
ratio versus frequency of the input signal, with the nondimen-
sional temperature difference between the sensor and the heat 
transfer surface as a parameter is shown in Fig. 9. The amplitude 
error is larger when a temperature difference between the sensor 
and the heat transfer surface exists. Note that this decrease is 
more important at low frequencies. At 10 Hz a decrease in ®BS 

from 0 to -0.032, which for the nominal case and Ts - Tx — 
30°C corresponds to about 1°C, the amplitude error exceeds 35 
percent. It should also be noted that at a frequency of about 
200 Hz the amplitude errors approach 60 percent even for ideal 
case (®B,s = 0). Frequencies beyond this range are important 
only from a theoretical point of view for the measurement tech
nique analyzed here. Figure 10 presents the dependence of the 
phase shift on the frequency of the input signal. Runs were 
performed for the values of the nondimensional temperature 
difference between the sensor and the heat transfer surface 
shown in Fig. 9. This plot shows that the phase shift depends 

on frequency of the input signal and not on the temperature 
difference between the sensor and the heat transfer surface. The 
time delay increases when the frequency increases, reaches a 
maximum and then decreases and eventually will reach zero at 
very high frequencies. It should be noted that the maximum 
time delay is reached at a frequency about 100-130 Hz. One 
additional design modification was examined, that of a very 
thick coating (mc = 1). The amplitude error increases from 
zero to 85 percent and stays approximately constant for the 
frequency range 10-200 Hz. 

Conclusions 
A two-dimensional computational model has been employed 

to examine the steady and dynamic response characteristics of 
a local heat flux probe. The effect of uncertainties in the heat 
transfer surface and sensor temperature are examined in terms 
of a steady calibration and for the frequency response effects. 
Nondimensional steady-state isotherms illustrate the effects of 
heat transfer from the boundaries of the probe (the heat transfer 
surface) on the effective area. These effects are quantified in 
terms of a nondimensional effective area of the probe. This 
effective area serves as the calibration constant, and is shown 
to be strongly dependent on the temperature difference between 
the sensor and the heat transfer surface. The frequency response 
of the probe is affected through a reduction in the magnitude 
ratio as the difference between the temperature of the heat trans
fer surface and that of the sensor increases. The phase shift was 
shown to depend on the frequency of the input signal and not 
on the temperature difference between the sensor and the heat 
transfer surface. 
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Computation of Anisotropic 
Conduction Using Unstructured 
Meshes 
This paper presents a conservative finite volume scheme for computing conduction 
heat transfer in materials with anisotropic conductivity. Unstructured solution-adap
tive meshes composed of arbitrary convex polyhedra are used. Discrete energy bal
ances are written over these polyhedra. Temperature gradients required for the 
evaluation of secondary diffusion fluxes are found by linear reconstruction. A fully 
implicit scheme is used for unsteady problems. The resulting discrete equations are 
solved using an algebraic multigrid scheme. Schemes for hanging-node and conformal 
adaption are implemented. Computations are performed using a variety of triangular 
and quadrilateral meshes. The results are compared to published analytical and 
numerical solutions and are shown to be satisfactory. 

Introduction 

Anisotropic conduction heat transfer occurs in a number of 
important industrial applications. In the manufacture of compos
ite materials, for example, the presence of directional reinforce
ments results in anisotropic conduction (Beyeler and Guceri, 
1988; Nejhad et al., 1991). Other applications include solidifi
cation (Weaver and Viskanta, 1989), conduction in porous me
dia (Howie and Georgiadis, 1994), and electronics cooling. In 
most industrial processes, the geometric configurations involved 
are complex and difficult to address using conventional numeri
cal tools. An efficient computational methodology is required 
for the analysis of anisotropic conduction in practical industrial 
geometries. 

The majority of available computational methods for aniso
tropic conduction employ structured body-fitted meshes. Katay-
ama and Saito (1974) employed a finite difference discretization 
of the governing equations. To avoid dealing with cross deriva
tives, they aligned their coordinate system with the principal 
directions of the conductivity tensor. Such a methodology is 
not easy to use in problems with multiple anisotropic materials. 
Methods for computing anisotropic conduction have been de
vised for composites applications by Beyeler and Guceri (1988) 
and Nejhad et al. (1991) using a finite difference scheme. In 
Beyeler and Guceri (1988), anisotropic heat transfer was mod
eled using a nonconservative formulation, with the diffusion 
term being decomposed in both first and second gradients of 
temperature. Though Beyeler and Guceri obtained good com
parisons with experiment, the creation of first derivatives could 
lead to numerical difficulties. A conservative finite volume for
mulation was developed for cylindrical coordinates in Nejhad 
et al. (1991) to model heat transfer in filament winding. Weaver 
and Viskanta (1989) modeled anisotropic conduction during 
solidification using a finite volume scheme. An interface 
tracking algorithm was used, and the nonorthogonal domain 
resulting from a nonplanar melt interface was mapped to compu
tational space using a body-fitted grid. Recently, Keyhani and 
Polehn (1995) devised a conservative finite volume technique 
for Cartesian meshes, and employed special interpolation proce
dures for the computation of secondary gradients resulting from 
cross-ply conduction terms. However, the procedure did not 
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lead to substantial improvement over conventional linear inter
polation. 

During the last decade, unstructured grid methods have been 
the focus of a considerable amount of computational fluid dy
namics research. With these methods, mesh generation for com
plex, realistic geometries is greatly simplified. Because the mesh 
does not require line structure, it is possible to dynamically 
adapt it to local features of interest, such as sharp gradients of 
temperature at material discontinuities. Literature on the compu
tation of anisotropic conduction using unstructured meshes is 
relatively sparse. Galerkin finite element solutions of conduc
tion have been reported by Padovan (1974) and others. Because 
of the success of finite element approaches in dealing with 
geometric complexity, attempts have been made to combine 
aspects of finite element methodology with the conservative 
property of finite volume schemes. The control-volume finite 
element method (CVFEM) (Baliga and Patankar, 1983; Schnei
der and Raw, 1987), stores solution variables at element verti
ces. Polyhedral control volumes are constructed around each 
vertex, and conservation enforced on the control volume. Finite 
element-like shape functions are used for discretization. Con
duction heat transfer has been computed using this methodology 
by Banaszek (1984) and Blackwell and Hogan (1993); the 
computations compared favorably with traditional Galerkin fi
nite element approaches. 

More recently, unstructured cell-based finite volume schemes 
for fluid flow are beginning to appear (Jiang and Przekwas, 
1994; Demirdzic and Muzaferija, 1995; Davidson, 1996; Ma
thur and Murthy, 1997) which are more closely related to tradi
tional methods for structured body-fitted meshes (Peric, 1985; 
Karki and Patankar, 1989). Here conservation is enforced on 
the basic cell itself, and not on the cell-dual, as in Baliga and 
Patankar (1983). In these methods, gradient determination does 
not employ element-specific shape functions; consequently they 
have the potential for use with arbitrary polyhedral meshes. In 
this paper, we develop a conservative finite volume scheme for 
anisotropic conduction problems based on the methodology of 
Mathur and Murthy (1997). We address the proper decomposi
tion of primary and secondary diffusion fluxes in the presence 
of anisotropy, making sure that the formulation defaults to the 
familiar form for structured body-fitted meshes and isotropic 
problems. Treatment of general nonlinear boundary conditions 
and conjugate heat transfer is also addressed. Issues specific to 
the formulation, such as the deferred computation of secondary 
gradients, are also discussed. 

The next two sections present the governing equations and 
details of the numerical method, respectively. For completeness, 
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we present a generalized development for unsteady anisotropic 
heat transfer including convection. Results obtained using this 
methodology are compared with analytical and numerical solu
tions in the literature and found to be satisfactory. 

Governing Equations 
The equations for conservation of energy for incompressible 

flow in an anisotropic medium are 

l (^ ) + ̂ (wC'r) = ̂ (^f)+S*- (1) 
The summation convention is used. For solids, the convective 
term is dropped except when solid body motion exists (Beyeler 
and Guceri, 1988). In fluid regions, anisotropic conduction is 
usually not important. One exception is the computation of the 
temperature field for flows through porous media, where the 
directional properties of the porous medium impose different 
volume-averaged conductivities in different coordinate direc
tions. 

Numerical Method 
The domain is discretized into arbitrary unstructured convex 

polyhedra called cells. The boundaries surrounding the cells are 
called faces and the vertices of the polyhedra are referred to as 
nodes. Each internal face has two cells on either side; these are 
referred to as the face neighbors. The neighbors of a cell are 
defined to be those cells with which it shares a common face. 
Line segments joining the nodes are termed edges (and are 
identical to faces in two dimensions). Meshes with hanging 
nodes, such as the one shown in Fig. 1(a), are permitted. The 
coordinates of the cell center are the average of the nodal coordi
nates. 

Temperature and thermal conductivity are stored at cell cen
ters. This arrangement is preferred over node-based storage for 
several reasons. With cell-based storage, conservation can be 
ensured for arbitrary control volumes with nonconformal inter
faces without special interpolation techniques. On triangular 
and tetrahedral meshes, cell-based storage also enjoys better 
resolution than node-based storage (since the ratio of number 
of cells to nodes is between 3 and 5) for roughly the same 
amount of work, which is typically proportional to the number 
of faces. In addition, temperature is also stored at the centers 
of boundary faces. 

Discretization of the Energy Equation. Integration of the 
energy equation about the control volume CO shown in Fig. 
1(a) yields: 

At + lJfTf=lDf+(ShAT)o (2) 

where Jf is the mass flow rate (defined to be positive if flow is 
leaving CO), Df is the transport due to diffusion through the 
face / and the summations are over the faces of the control 
volume. 7}is the temperature at the face. Tl+' and Tg are temper-

Material 0 Material 1 

(b) 

Fig. 1 Control volume; (a) interior, (b) interface, (c) boundary 

atures in the CO cell at the current and previous time-steps 
respectively. 

A fully-implicit scheme is used for time discretization (Pa-
tankar, 1980). Thus, the convective, diffusive and source terms 
in the above equation are computed at time-step n + 1. The 
time discretization used above is first-order accurate; generaliza
tion to second-order schemes is straightforward and is not pre
sented here. 

Convection Term. The face mass flow rate Jf is assumed to 
be known from the solution of the flow field (Mathur and Mur-
thy, 1997). When fluid properties are a function of temperature, 
Jf is a function of temperature. In such a case, it is based on 
the current iterate of temperature. Therefore the task of evalua
tion of the convective flux reduces to determining the face value, 
Tf. As in Mathur and Murthy (1997), a first-order approxima
tion is to use the value at the upwind cell 

* / ^upwind \~*) 

A higher-order value at the face can be obtained as 

Nomenclature 

anh = coefficients of discrete equation 
A = area vector 

At = components of A 
Cp = specific heat 
Df = diffusion flux on face / 

g = acceleration due to gravity 
k,j = components of the conductivity 

tensor 
ks = conductivity of the solid 

kf = conductivity of the fluid 
q = heat flux vector 
o, = components of q 
q = heat flux 

Sh - energy source per unit volume 
Sp = source term in discrete equation 
SP = secondary diffusion flux 

t = time 
T = temperature 
X; = coordinate direction 
af = thermal diffusivity of the fluid 
j3 = thermal expansion coefficient 
Vf = kinematic viscosity of the fluid 

AY = volume of control volume 
p = density 
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Fig. 2 Local coordinate system 

/ upwind ' * •* rupwind " * (4) 

where V T ^ M is the reconstruction gradient at the upwind 
cell (Mathur and Murthy, 1997) and dr is the vector directed 
from the center of the upwind cell to the center of the face. The 
first term in Eq. (4) is treated implicitly and the second term 
is included explicitly. 

Diffusion Term and Treatment of Anisotropy. The diffusion 
term at the face is 

D / = q A . 

In two dimensions 

8T 
q = U , &r\. 

+ kxy —- ]i + 
ox ay 

dT dT 
Kx dx + Kydy)J 

A = A J. + Ayj. 

(5) 

(6) 

(7) 

Consider the face / i n Fig. 2. The £ direction is aligned with 
the vector joining cell centers; the 77 direction lies in the direc
tion joining the vertices of the face. We may write 

q-A = T€[(Axkxx + AykyMx + (Axkxy + Aykyy)£y] 

+ T^[(Axkxx + Aykyx)7]x + (A XKXy + AyKyy )T]y\. (O) 

The transformation metrics can be written in terms of deriva
tives of (x, y) as 

t, = Jy* 
Ky crX-n 

Vx = -fy( 

v> = $H 

where $, the Jacobian of the transformation, is given by 

1 

(9) 

(10) 

(11) 

(12) 

(13) 
X&n - xtfi 

Substituting in Eq. (8) yields 

q-A = T([(AJca + Aykyx)fyv - (Axkxy + Aykyy)J?xv] 

+ Tn[ - (Axkxx + Aykyx)Jyi + {Axkxy + Aykyy)fx(] (14) 

For the mesh shown in Fig. 2, writing consistent approximations 
for the derivatives, we have the following expressions: 

7> = T, 

% Xi 

T0 

Xo 

y( = y\ ~ yo 

T-r, — Tb ~ Ta 

"Ti *^b ^U 

y-r, = yi, - y»-

Further, from the geometry in Fig. 2, it is clear that 

Ax = (y„~ya) (15) 

A, = -(xb- xa). (16) 

We also note that the unit vector in the direction joining the 
two cell centers is 

(Xj - xa)i + (yi - ya)j 

ds 
(17) 

where ds is the distance between the cell centers. The tangent 
vector along the face has the components 

et = 
(xb - x„)i + (yb - ya)j (18) 

Next, we substitute Eqs. (15), (16), (17), and (18) into Eq. 
(14). Using the summation convention, we may then write Eq. 
(14) as 

,A. ( r , - T„) (AikyAj) | (T„-T„) (A,*BB,A) 
ds (Ajesj) A (Ajesi) 

(19) 

Here, n, are the components of the unit vector normal to es. 
Equation (19) defaults to the standard form (Peric, 1985) 

for isotropic conduction on structured meshes. The first term 
on the right-hand side of Eq. (19) represents the primary gradi
ent. The discretization is equivalent to a second-order central 
difference representation. As in typical structured mesh formu
lations (Peric, 1985), this term is treated implicitly and leads 
to a stencil that includes all neighboring cells. 

The second term is the secondary or cross diffusion term. 
For the isotropic case, this term is zero when A,KJ is zero (e.g., 
on an orthogonal quadrilateral mesh or on a mesh of equilateral 
triangles). For the anisotropic case, this term can be significant. 
In a structured grid formulation the node values Ta and Tb are 
typically found by averaging the values at cell centers and the 
entire secondary gradient component is treated explicitly. For 
two-dimensional unstructured meshes, it is possible to evaluate 
these node values using a variety of methods (Jiang and Przek-
was, 1994; Davidson, 1996). However, many of these methods 
are shape dependent, and extending them to three-dimensional 
polyhedra of arbitrary shape is not straightforward. In three 
dimensions, the faces of the control volume consist of arbitrary 
polyhedra with an arbitrary number of edges and nodes. There 
are no unique face tangential directions that can be used to 

0 t, 
II 

( -
e A/' * 

k >0. 
y k =0. 

nn 
X 

T = x 

Fig. 3 Steady anisotropic conduction—schematic 
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Fig. 4 Steady anisotropic conduction—centerline temperature; (a) 
quadrilateral mesh, (b) triangular mesh 

tion is applicable without modification to three-dimensional sit
uations. 

A deferred computation of the secondary diffusion term is 
used. SPf is evaluated from prevailing values of T and updated 
through a global iteration procedure, as described below. This 
treatment is different from that used in CVFEM or finite element 
method schemes, where the cross terms are included implicitly 
through the use of shape functions. Deferred computation of 
secondary diffusion terms does require several global iterations 
for convergence. However, the computational stencil is kept 
small, and the resulting nominally linear equations are diago
nally dominant and amenable to iterative linear solvers. In any 
case, global iteration is required for conjugate problems and to 
resolve nonlinearities. 

Gradient Computation. Previous finite element and 
CVFEM discretizations on unstructured meshes employed 
shape functions to write the derivatives of temperature in terms 
of nodal values. We employ linear reconstruction to obtain tem
perature derivatives (Barth, 1992). The reconstruction gradient 
is estimated as 

v?; = —2(2>A) (22) 

where the summation is over all the faces of the cell. The face 
value of Tis obtained by averaging the values at the neighboring 
cells, so that for the face / i n Fig. 1(a) 

7} = 
T0 + Tx (23) 

a is a factor used to ensure that the reconstruction does not 
introduce local extrema. The limiter proposed by Venkatakrish-
nan (1993) is used. 

Using the reconstruction gradient, the value at any face of 
the cell can be reconstructed as 

Tf,c = Tc + V 7 > d r . (24) 

The cell derivatives used for the secondary diffusion terms 
in Eq. (20) are computed by again applying the divergence 
theorem over the control volume and using the averaged recon
structed values at the faces 

represent et; similarly the points a and b are not unique. (In 
structured grids the underlying grid directions supply the de
composition directions; corner nodes are used for the differenc
ing stencils). 

To avoid the use of face tangents and nodes, Eq. (19) can 
be written as 

qiAi = (r, - To) JAM + ^ 

where 

&t = A'ku 

ds 

dT 

dxj 

(Ajesj) 

dT {AiknA,) 
•7— elk - 1 -
dxk (Ajesj) 

(20) 

(21) 

The quantity SPf is the secondary diffusion term at the face and 
is written as the difference between the total diffusion term and 
the primary component. The quantity (dT/dxj) is taken to be 
the average of the temperature derivatives at the two adjacent 
cells. If the cell derivative is second-order accurate, the diffusion 
term representation is second-order accurate. A second-order 
representation of the cell-derivative using linear reconstruction 
has been presented in Mathur and Murthy (1997) and is re
peated here for completeness. The derivative computation pro
cedure is independent of cell shape, and can thus be used for 
meshes composed of arbitrary convex polyhedra. The formula-

vr = ^ 7 I(f / A) 

where, for face / i n Fig. 1(a), 7}is given by 

f _ ?},o + T/.i 

(25) 

(26) 

If convective fluxes are present, they may be evaluated to 
second-order accuracy by taking the face value 7) as the recon
structed value from the upwind cell. This results in an upwind-
biased second-order representation of the convective term. 

Conjugate Heat Transfer. Heat transfer across the interface 
between two different materials is treated implicitly, similar to 
the procedure described in Kelkar (1990) for isotropic conduc
tion on structured meshes. Consider the interface between two 
different materials, shown in Fig. 1(b). Writing the heat balance 
at the interface, 

qf= (q,A,)0 = (qiAih (27) 

where qj is the interface heat transfer from cell C\ to cell C0 • 
We discretize the heat balance as 

h0(Tb - T0) + ^0 = V7-, - Th)-y, (28) 
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Level 4 Level 5 

Fig. 5 Steady anisotropic conduction—multigrid coarsening with triangular mesh 

where the heat transfer resistances h0 and h^ are given by 

(A,ku,0Aj) 

(Ajesj,0ds0) 
h0 = 

and 

h, = -
(Aikv,iAj) 

(Ajesj:ldsi) 

We may thus write Tb as 

T„ 
h0TB + A,r, ^o + y^ 

h0 + h. h0 + h. 

(29) 

(30) 

(31) 

We may then write the interface heat transfer rate qj as 

?/ = 
M i 

hQ + k 
(T, - To) 

{yah{ - &M 
h0 + hi 

(32) 

This expression is similar in structure to that derived for 
Cartesian meshes (Kelkar, 1990). It is included implicitly in 
the heat balance for the cells C0 and C,. The secondary diffusion 
terms y o and •$"\ are computed using cell temperature gradients. 
The interface temperature Tb is updated using Eq. (31) and is 
used in evaluating cell derivatives and reconstruction gradients. 

The development presented above may be applied even if 
one of the materials is isotropic or if one of the materials is a 
fluid. In the presence of turbulent fluid flow, the heat transfer 
resistance /z0 (or hi) may be replaced by the equivalent thermal 
resistance resulting from the turbulence model. 
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q = h 2 ( T - T _ 

L 

(a) 

(b) 

Fig. 6 Unsteady anisotropic conduction—(a) schematic, (fa) grid 

Boundary Conditions. Boundary conditions are treated in a 
manner similar to the treatment of conjugate heat transfer. In 
addition to cell centers, temperature is also stored on boundary 
face centers. Referring to Fig. 1(c), the boundary heat flux is 
written as 

qtAi = 
(Tb - T0) (A^Aj) 

+ fo (33) 
db (Ajehj) 

When the temperature is given, Eq. (33) provides the boundary 

heat transfer for the near-boundary control volume balance. The 
primary term is included implicitly and the secondary term 
explicitly. For heat-flux, convective, radiative, and mixed 
boundary conditions, the boundary heat transfer rate entering 
the control volume may be written in the general nominally 
linear form 

qb = C{Tf) - D{Tf)Tb. 

The heat balance at the boundary is written as 

h0(Tb - To) + Sf0 = C - DTb 

(34) 

(35) 

where h0 — (AikijAj)/(Ajet,jdb). As with conjugate heat transfer, 
we may write Th and qb as 

Tb = 
C + hpTp JQ 

ha + D h0 + D 

lb 
Ch0 - Dh0T0 yQD 

h0 + D ho + D 

(36) 

(37) 

As before, qb is included implicitly in the heat balance for 
the boundary control volume. The boundary temperature Tb is 
updated using Eq. (36). uf0 is the secondary diffusion term 
evaluated using the temperature gradient at the cell CO. The 
prevailing value of Tb is used in evaluating cell derivatives and 
reconstruction gradients. 

Discretized Equations. The discretization procedure yields 
the following linear system of equations for T at the cell centers: 

dpTp — 2J a„bTnb + Sp (38) 

Here the summation is over all the neighbors nb of cell p . The 
source term Sp contains any volumetric sources of T, the second-
order contributions for the convective flux, as well as the sec
ondary diffusion fluxes. Contributions from the boundaries are 
also included in Sp. Equation (38) is underrelaxed in the manner 
described in Patankar (1980). 

Linear Solver. Since the mesh is unstructured, familiar line 
iterative solvers cannot be used to solve Eq. (38). As explained 
in Mathur and Murthy (1997), an algebraic multigrid procedure 
similar to that of Hutchinson and Raithby (1986) is used. Coarse 
levels are created by by grouping a fine level cell with n of its 
neighboring ungrouped cells for which the coefficient a„b is the 
largest (Lonsdale, 1991), leading to unstructured polyhedral 

1.0 i 
0.9 

0.8 x=0.11 

0.7 r ; 

0.6 

"5.0.5 
• 

0.4 

0.3 ; 

0.2 r , 

0.1 3 

0.0 , . ,' 

T=0.3 1=0.51 x=1.0 

Exact 

Triangul|rGrid 

Fig. 7 Unsteady anisotropic conduction—temperature profiles at x/L = 0.5 
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Fig. 8 Conjugate heat transfer in a partitioned enclosure—(a) sche
matic, (b) grid 

meshes at the coarse levels as well. Best performance is ob
served when the group size is two, leading to a coarse level 
that is roughly half the size of the fine level. This procedure is 
recursively applied until no further coarsening is possible. At 
each level, Gauss-Seidel iteration is used as the relaxation 
method. A variety of multigrid cycles, such as the V, W and 
Brandt cycle (Brandt, 1977), have been implemented. For the 
examples in this paper, the Brandt cycle is used. 

Agglomeration based on neighbor coefficients is critical for 
speedy convergence of conjugate heat transfer problems with 
large conductivity ratios. The agglomeration will tend to group 
cells with approximately the same temperature, and improves 
the efficiency of error removal across conjugate boundaries. 
The method used here is similar in philosophy to that of Kelkar 
(1990), where coarse level structured meshes were created by 
grouping cells with the same conductivity. For orthotropic con
duction, the agglomeration tends to club together face neighbors 
whose shared-face normals are most closely aligned with the 
most-conducting principal direction. Thus coefficient-based ag
glomeration correctly captures the direction of information 
travel in the mesh. 

Because of the deferred computation of secondary diffusion 
terms, a global iterative procedure is required to solve Eq. (38) 
even for linear problems. Thus, S,,, which contains the second
ary gradients, is computed from the current iterative of T, and 
Eq. (38) is solved using the algebraic multigrid procedure. Sp is 
then updated, and the process repeated until the global iterations 
converge. 

Grid Adaption. The discretization presented above permits 
both conformal refinement and adaption with "hanging" nodes. 
In the latter case, cells marked for adaption are subdivided by 
introducing midpoint nodes at edges and/or cell and face cen
ters. Nonconformal interfaces created by hanging node adaption 
thus require no special treatment. For example, the undivided 
cell CI in Fig. 1(a) next to a divided cell is simply considered 
to be a polyhedron, bounded by the five faces a - b,b — c, c 
— d, d — e and e - a. 

Journal of Heat Transfer 

Results 

In this section we apply the method developed above to three 
demonstration problems. The first two compare computations 
with standard analytical solutions, and establish the accuracy 
and convergence of the method. The third problem demonstrates 
the method for a conjugate heat transfer problem in a natural 
convection application. We define the r.m.s. error in a variable 
/ a s 

l / A f ( l ( / " " " / ' , e ' " ' c ' ) 2 ) ' / 2 (39) 
\ N \ /".exact / / 

where/,, is the value of the variable / a t point n,/„,cxact is the 
exact value at the same point, and N is the total number of 
points. 

Steady Conduction in an Anisotropic Block. Keyhani and 
Polehn (1995) have generated an interesting two-dimensional 
solution for anisotropic conduction from a one-dimensional so
lution. Consider the unit square in Fig. 3. The material is ortho
tropic, with a nonzero conductivity k^ in the C, direction, and 
a zero conductivity km in the 77 direction, perpendicular to C,. 
The solution is one-dimensional in £. In (x, y) coordinates the 
solution is fully two-dimensional, and is given by Keyhani and 
Polehn (1995). 

The problem is computed using both quadrilateral and trian
gular meshes for 6 = 7i73. For quadrilaterals, the complete 
square domain is used. The problem is computed for 100, 400, 
1600, and 6400 uniformly distributed cells. The temperature 
along the vertical centerline is plotted in Fig. 4 (a ) . Mesh inde
pendence is established with a 1600-cell mesh. For triangular 
meshes the domain is chosen to be an equilateral triangle with 
the base on the y = 0 boundary of Fig. 3. Boundary conditions 
taken from the exact solution are applied on all boundaries. We 
start with a uniform equilateral mesh of 256 cells and subdivide 
each cell into four to generate finer meshes while keeping the 
cells equilateral. Computations are done for 256, 1024, and 
4096 cells. Mesh independence is achieved with the 1024-cell 
mesh, as seen from the plot of temperature on the vertical center-
line in Fig. 4(b). With the finest mesh, the r.m.s. error in the 
bottom-wall heat flux was less than 0.05 percent. The method 
shows the expected second-order convergence. The r.m.s. errors 
in temperature along the vertical centerline for the 100, 400, 
and 1600 cell quadrilateral meshes were 0.28 percent, 0.07 per
cent, and 0.017 percent, respectively. Thus, the error falls by 
approximately a factor of 4 with each halving of the grid spac
ing. 

We note that secondary gradient terms are nonzero for both 
quadrilateral and triangular meshes because of anisotropy. As 
a result, several global iterations are required for convergence. 
Typically, about 50 global iterations are required for scaled 
residuals to drop to 10~7. For isotropic conduction, secondary 
gradient terms would be zero for the meshes used here, and the 
solution could be obtained in one global iteration. 

In the case of quadrilaterals, all control-volume faces have 
both primary and secondary fluxes. The horizontal faces have 
the largest a„b coefficients, since their normals are most closely 

Table 1 Conjugate heat transfer in a partitioned enclo
sure—dimensionless average heat flux 

Case Top wall Left wall 

Isotropic conduction, conducting interface 1.35 1.64 
(1.31) (1.64) 

Isotropic conduction, adiabatic interface 0.53 0.86 
Case A: 1.28 1.61 
Orthotropic conduction, k„ > 0, k„ = 0 
Case B: 0.48 0.84 
Orthotropic conduction, k„ = 0, k„ > 0 
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Fig. 9 Conjugate heat transfer in a partitioned enclosure—Isotherms; (a) isotropic 
partition, (lb) adiabatic partition, (c) orthotropic partition case A, (d) orthotropic 
partition case B 

aligned to the £-axis. For equilateral triangles, however, the £-
axis is parallel to one set of control volume faces; for these 
faces, both primary and secondary fluxes are zero. For the other 
two faces, the a„h coefficients are equal. As a result, coefficient-
based multigrid agglomeration tends to produce coarse grid 
levels aligned in the £-direction, as shown in Fig. 5. This leads 
to efficient transfer of boundary information to the interior, and 
to fast convergence of the linear solver. 

Unsteady Anisotropic Conduction. Here we consider un
steady orthotropic conduction in a rectangular slab of side L, 
as shown in Fig. 6 (a ) . Initially, the slab is at a temperature T0. 
For time t s 0, the x = 0 and y = 0 boundaries are kept 
insulated, and the boundaries at x = L and y = L lose heat 
by convection to an environment at Ta, through heat transfer 
coefficients h{ and h2, respectively. In addition, a heat genera
tion per unit volume, g0, is also applied. The principal directions 
of the conductivity tensor are the x and y -axes, with conductivi
ties k, and k2, respectively. We choose hxLlkx = 1.0, h2Llk2 = 
0.2, k2lkx = 5.0, and g0L

2/(kl(T0 - T«,)) = 10. The conductiv
ity ratio is typical of many thermoplastic matrix composites. 

We compute the dimensionless temperature 9 = (T - T«,)l 
(T0 - T„) as a function of dimensionless time r = axtlL

2 using 
an unstructured triangular mesh of 4198 cells. Care is taken to 
use a truly unstructured mesh as shown in Fig. 6(b), with no 
special alignment with the orthotropic axes. A dimensionless 
time step of 0.00125 is used. The results, shown in Fig. 7, are 
compared with the exact solution given by Ozisik (1980). The 
comparison at all time instants is good. To quantify the error, 
we compute the r.m.s. error in the temperature along xlL = 0.5 
at different time instants. These are found to be 0.01 percent, 
0.002 percent, 0.004 percent, 0.007 percent, and 0.007 percent 
at T = 0.1, 0.3, 0.5, 1.0, and at steady-state, respectively. The 
r.m.s. errors in the boundary temperature at steady state are 
0.016 percent, 0.02 percent, 0.01 percent, and 0.015 percent on 
the left, right, bottom, and top boundaries, respectively. 

Conjugate Heat Transfer in a Partitioned Enclosure. A 
square enclosure is partitioned into two equal halves by a con
ducting wall, as shown in Fig. 8(a) . The left wall is at Tc and 

the right wall is at Th, higher than Tc. The top and bottom walls 
have a linear temperature profile. The partition, of thickness d, 
is conducting. Yucel and Acharya (1991) have computed natu
ral convection in the partitioned domain with and without partic
ipating radiation. In the absence of benchmarks solutions for 
conjugate heat transfer in anisotropic media, we use the work of 
Yucel and Acharya to establish the viability of our formulation. 

We consider the case with no radiation for Ra = gf3(Th -
Tc)Vl(vsaf) = 105, Pr = vflat = 0.71, kjkf = 2.0, and dIL 
= 0.05. We first compare our solutions to the solutions of Yucel 
and Acharya for the case of an isotropic partition. Then we 
consider an orthotropic partition in two limits: (i) case A, where 
the partition is conducting only in the ^-direction, with kxx/kf = 
2.0 and kyylkf = 0.0, and (ii) case B, where the partition is 
conducting only in the y-direction, with k^/kf = 0.0 and kyylkf 

= 2.0. Given the large aspect ratio of the partition and the fact 
that there is no net temperature difference between the top and 
bottom walls, we expect that case A will yield a solution very 
similar to the isotropic solution of Yucel and Acharya (1991). 
For case B, we expect the solution to be similar to the isotropic 
case with an adiabatic partition. 

We start with a nonuniform 23 X 23 structured quadrilateral 
mesh, and adapt the mesh to 977 dx using hanging-node adap
tion. Mesh-independence studies were carried out by starting 
with the structured mesh, and creating successively finer 
adapted meshes until the difference in the computed boundary 
heat fluxes between successive meshes was less than one per
cent. Final mesh sizes range from 6232 to 7564 cells. A typical 
mesh is shown in Fig. 8(b). The flow is computed using the 
Boussinesq assumption; details of the numerical scheme are 
available in Mathur and Murthy (1997). 

Isotropic Partition. The dimensionless average heat flux on 
the top and left walls, qLI(kf(Th - Tc)), is shown in Table 1, 
along with the results of Yucel and Acharya (1991) in parenthe
ses. Our computations are within one percent of their results. 
The isotherms in Fig. 9(a) show counterclockwise convection 
in both partitions. The isotherms in the conducting wall show 
that the primary direction of heat transfer is transverse to the 
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partition, though some distortion of the isotherms occurs as a 
result of convection in the enclosure. These patterns are nearly 
identical to those presented by Yucel and Acharya. 

We also computed convection in the enclosure for the case 
when the interface between the conducting wall and the fluid 
is adiabatic. Computed dimensionless heat fluxes on the top and 
left walls for this case are shown in Table 1. In this case, the 
conducting wall assumes a nearly uniform temperature since no 
transverse conduction is permitted by the adiabatic interface. 
Isotherms for this case are shown in Fig. 9(b). 

Orthotropic Partition. The dimensionless average heat flux 
on the top and left walls for case A is shown in Table 1. 
Isotherms are shown in Fig. 9(c) . Since the primary direction 
for heat transfer in the wall is transverse to the wall, this case 
yields a solution very similar to the case of the isotropically 
conducting wall described above. 

Heat fluxes for case B are shown in Table 1. Corresponding 
isotherms are shown in Fig. 9(d) . Since the transverse conduc
tivity is zero, the partition acts like an adiabatic wall, and the 
patterns in the enclosure are similar to case of the adiabatic 
interface discussed above. Interestingly, however, the tempera
ture solution in the partition wall is substantially different. For 
the orthotropic case, a temperature gradient in the transverse 
direction can be supported even though the solid /fluid interface 
is adiabatic, since the conductivity in the transverse direction 
is zero. This is not the case for isotropic conduction, and a 
nearly constant temperature is the only distribution consistent 
with an adiabatic interface. 

Closure 
A conservative finite-volume scheme has been developed for 

computing anisotropic conduction heat transfer on unstructured 
meshes. The discretization admits arbitrary convex polyhedra 
and solution-adaptivity. Though the method has been developed 
for conduction heat transfer, the formulation presented here can 
be used for other anisotropic diffusion equations, such as the 
pressure Poisson equation in porous media (Keyhani and Po-
lehn, 1995). In conjunction with an unstructured mesh flow 
solver, the method may be used to analyze practical industrial 
applications. 

Acknowledgments 

We wish to acknowledge the contributions of J. Maruszewski 
and G. Spragle of Fluent Inc. to various aspects of this work. 
The use of Fluent Inc.'s software, FLUENT/UNS, TGrid, and 
PreBFC, is gratefully acknowledged. 

References 
Baliga, B. R., and Patankar, S. V., 1983, "A Control-Volume Finite Element 

Method for Two-Dimensional Fluid Flow and Heat Transfer," Numerical Heat 
Transfer, Vol. 6, pp. 245-261. 

Banaszek, J., 1984, "A Conservative Finite Element Method for Heat Conduc
tion Problems," International Journal for Numerical Methods in Engineering, 
Vol. 20, pp. 2033-2050. 

Barth, T. J., 1992, "Aspects of Unstructured Grids and Finite-Volume Solvers 
for the Euler and Navier-Stokes Equations," Special Course on Unstructured Grid 
Methods for Advection Dominated Flow, AGARD Report 787. 

Beyeler, E. P., and Guceri, S. I., 1988, "Thermal Analysis of Laser-Assisted 
Thermoplastic-Matrix Composite Tape Consolidation," ASME JOURNAL OF HEAT 
TRANSFER, Vol. 110, pp. 424-430. 

Blackwell, B. F., and Hogan, R. E„ 1993, "Numerical Solution of Axisymme-
tric Heat Conduction Problems Using Finite Control Volume Technique," Journal 
of Thermophysics and Heat Transfer, Vol. 7, pp. 462-471. 

Brandt, A„ 1977, "Multi-Level Adaptive Solutions to Boundary Value Prob
lems," Math. Comput., Vol. 31, pp. 333-390. 

Davidson, L., 1996, "A Pressure Correction Method for Unstructured Meshes 
with Arbitrary Control Volumes," International Journal for Numerical Methods 
in Fluids, Vol. 22, pp. 265-281. 

Demirdzic, I., and Muzaferija, S., 1995, "Numerical Method for Coupled Fluid 
Flow, Heat Transfer and Stress Analysis Using Unstructured Moving Meshes 
With Cells of Arbitrary Topology," Comp. Meth. Appl. Mech. Eng., Vol. 125, 
pp. 235-255. 

Howie, L. E„ and Georgiadis, J. G., 1994, "Natural Convection in Porous 
Media with Anisotropic Dispersive Thermal Conductivity," Int. J. Heat Mass 
Transfer, Vol. 37, pp. 1081-1094. 

Hutchinson, B. R., and Raithby, G. D., 1986, "A Multigrid Method Based on 
the Additive Correction Strategy," Numerical Heat Transfer, Vol. 9, pp. 5 1 1 -
537. 

Jiang, Y., and Przekwas, A. J., 1994, "Implicit, Pressure-Based Incompressible 
Navier-Stokes Equations Solver for Unstructured Meshes," AIAA-94-0305. 

Karki, K. C , and Patankar, S. V., 1989, "Pressure Based Calculation Procedure 
for Viscous Flows at all Speeds in Arbitrary Configurations," AlAA Journal, Vol. 
27, No. 9, pp. 1167-1174. 

Katayama, K., and Saito, A., 1974, "Transient Heat Conduction in Anisotropic 
Solids," International Heat Transfer Conference, Vol. 1, pp. 137-141. 

Kelkar, K. M., 1990, "Iterative Method for the Numerical Prediction of Heat 
Transfer in Problems Involving Large Differences in Thermal Conductivities," 
Numerical Heat Transfer, Vol. 18, No. 1, pp. 113-128. 

Keyhani, M., and Polehn, R. A., 1995, "Finite Difference Modeling of Aniso
tropic Flows," ASME JOURNAL OF HEAT TRANSFER, Vol. 117, pp. 458-464. 

Lonsdale, R. D., 1991, "An Algebraic Multigrid Scheme for Solving the Na
vier-Stokes Equations on Unstructured Meshes," Proceedings of the 7th Interna
tional Conference on Numerical Methods in Laminar and Turbulent Flow, pp. 
1432-1442. 

Mathur, S. R„ and Murthy, J. Y„ 1997, "A Pressure-Based Method for Unstruc
tured Meshes," Numer. Heat Transfer, Vol. 31, No. 2, pp. 195-216. 

Nejhad, M. N. Ghasemi, Cope, R. D., and Guceri, S. I., 1991, "Thermal Analy
sis of In-Situ Thermoplastic-Matrix Composite Filament Winding,'' ASME Jour
nal of Heat Transfer, Vol. 113, pp. 304-313. 

Ozisik, N., 1980, Heat Conduction, John Wiley and Sons, New York, pp. 632-
638. 

Padovan, J., 1974, "Steady Conduction of Heat in Linear and Non-Linear Fully 
Anisotropic Media by Finite Elements," ASME JOURNAL OF HEAT TRANSFER, 
Vol. 96, pp. 313-318. 

Patankar, S. V., 1980, Numerical Heat Transfer and Fluid Flow, McGraw-Hill, 
New York. 

Peric, M., 1985, "A Finite Volume Method for the Prediction of Three-Dimen-
sional Fluid Flow in Complex Ducts," Ph.D. thesis, University of London, Lon
don, UK. 

Schneider, G. E„ and Raw, M. J„ 1987, "Control-Volume Finite-Element 
Method for Heat Transfer and Fluid Flow Using Co-Located Variables— 1. Com
putational Procedures," Numerical Heat Transfer, Vol. 11, pp. 363-390. 

Venkatakrishnan, V., 1993, "On The Accuracy of Limiters and Convergence 
to Steady State Solutions," AlAA 93-0880. 

Weaver, J. A., and Viskanta, R., 1989, "Effects of Anisotropic Conduction on 
Solidification," Numerical Heat Transfer, Vol. 15, pp. 181-195. 

Yucel, A., and Acharya, S., 1991, "Natural Convection of a Radiating Fluid 
in a Partially Divided Enclosure," Numerical Heat Transfer, Vol. 19, pp. 4 7 1 -
485. 

Journal of Heat Transfer AUGUST 1998, Vol. 120 / 591 

Downloaded 10 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



C. Aviles-Ramos 

A. Haji-Sheikh 
e-mail: haji@mecad.uta.edu 

Fellow ASME 

Department of Mechanical and 
Aerospace Engineering, 

The University of Texas at Arlington, 
Arlington, TX 76019-0023 

J. V. Beck 
Department of Mechanical Engineering, 

Michigan State University, 
East Lansing, Ml 48824-1226 

Fellow ASME 

Exact Solution of Heat 
Conduction in Composite 
Materials and Application to 
Inverse Problems 
Calculation of temperature in high-temperature materials is of current interest to 
engineers, e.g., the aerospace industry encounters cooling problems in aircraft skins 
during the flight of high-speed air vehicles and in high-Mach-number reentry of 
spacecraft. In general, numerical techniques are used to deal with conduction in 
composite materials. This study uses the exact series solution to predict the tempera
ture distribution in a two-layer body: one orthotropic and one isotropic. Often the 
exact series solution contains an inherent singularity at the surface that makes the 
computation of the heat flux difficult. This singularity is removed by introducing a 
differentiable auxiliary function that satisfies the nonhomogeneous boundary condi
tions. Finally, an inverse heat conduction technique is used to predict surface temper
ature and/or heat flux. 

Introduction 
The transient and steady-state temperature distribution in 

composite configurations consisting of several distinct ther
mally anisotropic subdomains have numerous applications to 
heat transfer problems in reentry vehicles, air frames, nuclear 
reactors, etc. The increased use of composite materials in the 
automotive and aerospace industries has motivated research into 
experimental techniques and solution methods to determine the 
thermal properties of these materials. The main purpose of this 
study is to find the surface heat flux from the knowledge of 
interior temperature histories when the composite bodies are 
heated by unknown, or partially known, surface conditions. This 
problem is solved by finding the exact solution of the direct 
heat conduction problem and subsequently using it as a model 
to solve the inverse heat conduction problem. 

The analytical solutions of heat conduction problems in com
posite media have been investigated by several authors. Tittle 
(1965) developed a one-dimensional orthogonal expansion for 
a composite medium while Padovan (1974) surveyed the earlier 
work and developed a generalized Sturm-Liouville procedure 
for composite and anisotropic domains in transient heat conduc
tion problems. Ozisik (1980, Chapter 14) discussed the applica
tion of the integral transform technique for the solution of heat 
conduction problems in composite media. Salt (1983) investi
gated the transient temperature solution in a two-dimensional 
isotropic-composite slab which is coupled to its environment 
through the surface of one layer only, after the temperature of 
the environment has suffered a step change. Mikhailov and 
Ozisik (1986) analyzed the three-dimensional version of the 
problem considered by Salt (1983). More recently, Yan et al. 
(1993) published exact series solutions for three-dimensional 
temperature distributions in two-layer bodies subject to various 
types of boundary conditions. 

The specimen under consideration is composed of one carbon 
matrix-carbon fiber material (orthotropic) and a layer of mica 
(isotropic). Experimental measurements made on this specimen 
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the Heat Transfer Division, Aug. 18, 1997; revision received, Apr. 16, 1998. 
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were reported by Dowding et al. (1996). The objective is to 
find the exact solution of the direct heat conduction problem, 
and to use it with the published thermal properties and tempera
ture measurements to determine the spatially variable and time-
dependent heat flux at the surface of the specimen. The empha
sis of this work is to develop an alternative Green's function 
solution method that includes the quasi-steady-state solution as 
an auxiliary function (Beck et al., 1992). The quasi-steady-state 
solution should satisfy all homogeneous and nonhomogeneous 
boundary conditions of the temperature problem. For applica
tion to inverse heat conduction, the alternative Green's function 
solution leads to a well-behaved integral equation of the second 
kind. 

In general, problems emerge in heat transfer where heat flux 
and /or temperature values at a heated or cooled surface are 
needed and it is often physically difficult to place sensors at the 
surface to measure surface temperature and heat flux. The study 
of heat transfer in a high-temperature environment underlines 
this problem. One can place temperature sensors in the material 
domain and use the response of the sensors to predict both 
surface temperature and surface heat flux. In theory, using mini
mization principles, it is possible to calculate thermophysical 
properties in addition to surface temperature and/or heat flux 
by this method. 

The specific case studied here deals with heat conduction in 
a multidimensional two-layer body, one orthotropic and one 
isotropic, subject to boundary conditions of the second kind. 
First, transient and quasi-steady-state solutions are discussed. 
Next, the application of this exact solution to compute the sur
face heat flux is presented and the physical model employed is 
similar to that used in Dowding et al. (1996). The boundary 
conditions of the second kind make the exact solution a formida
ble problem. The completeness and orthogonality of the eigen-
functions are two important topics discussed here. 

Analysis 
Before discussing the inverse formulation, the exact series 

solution for the temperature distribution in a two-layer body, 
Fig. 1, will be presented. The orthotropic layer shown in Fig. 
1 is carbon-carbon composite and the isotropic layer is mica. 
The diffusion equation in the carbon-carbon layer, region 1, is 
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mww Isotropic Region 2 
'•jr^1 •—; r ^ 

I Orthotropic Region 1 

x=a A 

Fig. 1 Schematic of a two-layer body: an orthotropic layer and an iso
tropic layer 

klx 
<92r, Q "2rj1 •"IT1 

a 2 + k'y ~^T + Si(x, y, t) = p,cp} -^ . (1) 
dy2 dt 

Now, consider an isotropic mica layer in perfect thermal contact 
with a carbon-carbon layer. The diffusion equation in the mica 
layer, region 2, is 

, 82T2 , d2T2 , dT2 
h ~r-Y + k2 — T + g2(x, y, t) = p2c„2 — (2) 

ox2 dy dt 

where g\(x, y, t) and g2{x, y, t) are volumetric heat source 
functions that could include the surface heat flux and a contribu
tion from the quasi-steady-state temperature. Equations (1) and 
(2) are subjected to the following homogeneous boundary and 
interface conditions: 

dTt 
—'- = 0 at x = 0 and x = a for / = 1 or 2 (3) 
ox 

BT 
-7T = Q at y = 0 (4) 
ay 

Tl(x,b) = T2(x,b). (6) 

The nonhomogeneous boundary condition at y = c is 

k2{ 
I 8T2 

V dy 
?<X 0- (7) 

The initial temperatures in regions 1 and 2 are designated as 
Tx{x, y, 0) and T2(x, y, 0) . Using a standard transformation 
for orthotropic bodies 

y = y* (8) 

and a methodology based on the separation of variables similar 
to the one discussed by Yan et al. (1993), both solutions for 
Ti and T2 have the common forms, 

T,(x,y,t) 

= X X A,„„(t) cos (nirx/a) cos (y„mkry) e x p ( - \ L 0 (9) 

and 

T2(x, y, t) = X 2 Amn{t) cos (nirx/a)[Bm„ sin (rjmny) 

+ C„m cos (r)m„y)] exp(-\lmt), (10) 

where /c,. = 4klxlkXy and -y,„„ and r;,,,,, are related to \,„„ by the 
equations 

7»i = ^iJ alx — (nn/a) 

Vm» = v \ | „ /a 2 - (nixla)2 

(11) 

(12) 

in which alx = kulpicpi and a2 = k2lp2cp2. Notice that for y,m 

and ?7m„ to be real, X„,„ must be equal to or larger than the largest 
of the quantities [(nir/a)ia^x, (nitIa){a2]. It is noted that 
y„m and r\mn can be real or imaginary depending on the values 
of alx, a2, n, and m; further discussion concerning ym„ and r?„,„ 
will appear later. The contact conditions at y = b yield the 
values of B,m and C,„„ as 

N o m e n c l a t u r e 

a, b, c, d = dimensions in Fig. 1, cm 
A, B, C = constants 

a = a/fe 
A„,„ = Fourier coefficients, Eq. 

(28) 
B,„„ = coefficient, Eq. (13) 

c = clb 
Cmn — coefficients, Eq. (14) 
cpi — specific heat in region i = 1 

or 2, J/kgK 
dj_ = coefficients in Eq. (47) 
d = d/a 

D, E = constants 
D = vector of coefficients Eq. 

(49) 
D„ = coefficient, Eq. (38) 
E„ = coefficient, Eq. (39) 

F,mn = eigenfunctions, Eqs. (17), 
(18), i = 1,2 

/ ( f ) = a function of time 
g0 = constant related to surface 

heat flux 
g, = volumetric heat source in 

region i, W/cm3 

gt = constant related to heat 
source 

Gij = Green's function 
H(t) =Heaviside function 

i,j - indices 
k\x = thermal conductivity in region 1 

along x, W/cmK 
kXy = thermal conductivity in region 1 

along y, W/cmK 
k2 = thermal conductivity in region 2, 

W/cmK 
*,= (*!,/*!,) "2 

/ = index to designate thermocouple 
number 

m, n = indices in eigenfunctions 
M = number of temperature measure

ments 
N = number of unknowns minus 1 

N„„, = norm, Eq. (20) 
q = input heat flux, W/m2 

s(x) = spatial function 
Sj = constants 

t = time, s 
Tj = temperature in regions 1 and 2, K 

Tf = quasi-steady temperature in re
gions 1 and 2, K 

Tu = temperature, Eq. (31), K 

TGii = temperature, Eq. (32), K 
V = volume, cm3 

x, y = coordinates, cm 
y = yK 

Y = column vector of measured data 

Greek 
au = thermal diffusivity along the x-

direction in region 1, cm2/s 
a2 = thermal diffusivity in region 2, 

cm2/s 
Pn = eigenvalue for x-direction, tin/ 

a, ctrr1 

6 = Dirac delta function 
ymn = eigenvalue for y -direction in 

region 1, cirT1 

r\„m = eigenvalue for y-direction in 
region 2, cnT1 

X,„„ = eigenvalue for time, s~' 
A„,„ = initial condition constant 

9X, 62 = solutions of Laplace equation 
p{, p2 = density of regions 1 and 2, kg/ 

cm3 

a2 = variance 
i//„ = notation, Eq. (40) 
* = matrix, Eq. (49) 
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Bmn = cos ( y M sin (V„mb) ^ £ £ ^ ^ ^ ^ y) dA^ ^ ^ 

- (ym„/Vmn)(JkJc^/k2) sin (ymnk,b) cos (7?„» (13) »'=° »=" 

Cm„ = cos (y,M cos ( W ) = &(*, y> OF^x, y). (26) 

+ ( W ^ x C V f c ) sin ( y m „ ^ ) sin (Vmnb). (14) Integrating Eqs. (25) and (26) over regions 1 and12, respec-
tively, adding the resulting equations, and applying the orthogo-

A homogeneous boundary condition at v = c yields a relation nality condition, Eq. (19), and Eq. (20), one gets 

tan (r)m„c) = BmnICm„ (15) ^ \ r t>» i>b 

that reduces to dt 

tan [rjmn(c - b)] 

i f f 
Nmn Jo Jo 

g,(x,y, t)Fhm„(x,y)dydx 

- ( W ^ X V W f c ) tan (7m„U) (16) + £ I *><*' >' ? ) F 2 - ( * < y)dydx exp(>Lt). (27) 

for finding the eigenvalues. In a numerical scheme to calculate 
the eigenvalues, the parameters ym„ and T]m„ in Eqs. (13), (14), Integrating Eq. (27) yields the value of the Fourier coefficients 
and (15) were replaced by k„m using Eqs. (11) and (12) and 
the roots of Eq. (15) are obtained numerically. , . . 1 f \ f f6 , , , P , w , 

^ J Am„ = A„,„ +-— J J J g i U . y , t)FUm(x,y)dydx 
Orthogonality. In the subsequent formulations, the follow- "" T=0 L J o J° 

ing shorthand notation will identify the eigenfunctions: 
FXmn{x, y) = cos (rawx/a) cos (ymnkry) (17) + g2(x,y, t)F2i„m(x,y)dydx exp(\2

m„r)dT. 
Jo Jb 

and 

F2mn{x, y) (28) 

= cos (mrx/a)[Bmn sin (rjm„y) + Cm„ cos {r\mny)], (18) The integration constant, Am„, is calculated by substituting Eq. 
,. (28) into Eqs. (9) and (10) and applying the initial conditions 

A study of orthogonality shows that t 0 0 b t a j n 

( ^ - Xi,)[/o I P^F^F^dydx (19) ^ ^ y t 0 ) = l z KmnFimn{Xt y) for t = 1 ; 2 ( 2 9 ) 

n=0 m=0 

IT PiCp2F%mnF%ja/dydx - 0. P° r e a c r l '• multiplying Eq. (29) by piCpiFi:liU, integrating the 
resulting equations over the z'th region, adding them, and 
applying the orthogonality relation, Eq. (19), yields the con-

According to Eq. (19), the term in the square bracket is equal s t a n t "-m, 
to zero except when p = m and v = n; therefore, the norm is i r /*> /"> 

PiCpiFUmn(x', y')Ti(x', y', 0)dy'dx' 
M = " ' . _ . . . . . . . . . . 

^0 */0 

ciu cAt^cpi wiicii fj, — ni aiiu is — n, uicit/iuic, uic iiuiiii is r- -a -^ 

= f f PlcpX(Fx,mn)
2dydx ""' M ^ L J o J o 

P2Cp2(F2,m„)2dydx. (20) + p2cp2F2,mn(x', y')T2(x', y', 0)dy'dx' 
Jo Jb Jo Jb 

Fourier Coefficients and Temperature Solutions. The 
solution is obtained by substituting Eqs. (9) and (10) into Eqs. (30) 
(1) and (2) and making use of the two-dimensional eigenvalue 
problem The final solutions are obtained by inserting A„„, from Eq. (30) 

in Eq. (28) and then substituting Amn into Eqs. (9) and (10). 
,~, .. The resulting equations satisfy the homogeneous boundary con-

dx2 dy3 klx '''"" ditions over all surfaces and each equation has two parts. The 
first part is the fundamental solution that provides the contribu-

° Fimn 9 F%mn Kmn t i o n 0f the initial condition 
ox dy k2 

for m a 0 and n > 0, to obtain y/.' - Z< ZJ ~ exp(.-A.m„f n i p!Cpl 
„=0m=o " " » L«,o •'o 

IJV' 
llFl.mn(x,y)~exp(-XLt)=fgi(x,y,t) (23) 

I X Fi™(x,y)^S!exp(-XLO = 72ft(Jic.3'. 0- (24) + f f p2cp2F2,mn(x', y')T2(x', y', 0)dy'dx 

Both sides of Eqs. (23) and (24) are multiplied by 
PiCpiFUli„(x,y) and p2cp2F2,lll/(x, y), respectively, to obtain f° r » = 1 or 2. (31) 

V V c v F . >̂ Amn 2 The second part accounts for the effect of the volumetric heat 
PiCpi L L Fiimn(x, y)t\,^KX, y) ^ exp(-Xm„f) source while the initial temperature is zero; the heat flux at the 

wall multiplied by the Dirac delta function will be viewed as a =0 n=0 

= gi(x, y, t)FltlJI/(x, y) (25) volumetric heat source, 
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TGJ = £ £ Fi'"'"(X' y) f exp[-\L(f - r)] 
,,=(1 m=n " m i J T = 0 

Jo 

n 
<l(s lib 

gi(x', y', T)FUnn(x', y')dy'dx' 

g2(x',y',T)F2,„m(x',y')dy'dx' dr; 

for ( = 1 or 2. (32) 

The final temperature solution is the sum of these two solutions 

T,(x,y,t) = T,j(x,y,t) + TGJ(x,y,t); 

for / = 1 or 2 (33) 

that includes the effect of initial condition and internal volumet
ric heat source. Equations (1) through (33) are for two-dimen
sional bodies and they can readily be modified for three-dimen
sional bodies. A two-dimensional analysis is employed for con
venience of the presentation and to facilitate a comparison with 
the experimental data of Dowding et al. (1996). 

For a solid illustrated in Fig. 1, a constant heat flux, q, is 
applied to the surface, y = c, within 0 •& x < d, at / = 0 
and then cut off at time ts. This condition is accounted for by 
considering Eq. (32) having the volumetric heat sources gi(x, 
y,t) = 0 and g2(x, y, t) = q6(y - c)[H(t) - H(t - t.)] 
where <5(y - c) is the Dirac delta function, and H(t) - H(t -
ts) is the Heaviside function. Furthermore, Eq. (31) provides the 
contribution of the initial temperature. Because of an inherent 
singularity at the surface, Eq. (32) converges slowly to the 
solution. This can be improved by introducing an auxiliary dif-
ferentiable function that satisfies both homogeneous and nonho-
mogeneous boundary conditions, such as the quasi-steady-state 
solution. 

Quasi-Steady-State Solution. Under quasi-steady-state con
ditions, the temperature throughout the material domain changes 
linearly with time if the heat flux at the wall, q, is independent 
of time, i.e., dT*/dt = g0. Using the energy balance, the value 
of go is 

go = f 
Jo 

q(x)dx (acpecpe) 

where pe [p\Cpib + p2cp2(c — b)]/c. When dTfldt 
g0, the homogeneous versions of Eqs. (1) and (2), gt = 0, 
reduce to the following Poisson's equations: 

d2T? 
dx2 

d2Tt 

+ k\ 
d2Tf 

dy2 = piCpii 

+ k 
d2T$ 

dy2 = PlCp2go-

(34) 

(35) dx2 When gi = g„pxcpX, g2 = g„p2cp2, the standard transformations 
Tf = 9, + g,y2/2fc,y + Sty + S2 and T* = 82 + g2y

2/2k2 + 
S3y + S4 reduce the above Poisson's equations into two Laplace 
equations for 8{ and 02. Because of boundary conditions of the 
second kind at y = 0 and y = c, either S2 or S4 is an arbitrary 
constant. The insulated boundary at y = 0 requires Si = 0 and 
to simplify the algebra, the arbitrary constant is S2 = -gib2/ 
2kiy. The contact condition at y = b yields S3 = gib/k2 — g2bl 
k2 and S4 = g2b

2/2k2 - g,b2/k2; the transformations reduce to 
Tf(x, y, t) = 6i+ g„tlptcIK + gi(y - b)2!2kiy + gMy - b)l 
kiy and T*(x, y, t) = 82 + gBtlp„cpe + g2(y - b)2/2k2 + gi(y 
- b)/k2. Notice that the transformations are augmented by the 
term g"„f/pecpe. The substitutions of T* in Eq. (34) and T* in 
Eq. (35) yield two Laplace equations and the solutions for 8{ 

and 62 result in the final equations for T* and T*, 

Fig. 2 Three-dimensional representation of the quasi-steady-state solu
tion, r*(x, y, 0)/q 

T* = g t + S^ ~ fo)2
 + Sibjy - b) 

2 ~ q sin (nnd/a) , , s , , , , s 
+ - Zd ~T~, ;—2— c o s (W7rxy") c o s n (nirkryla) a „=i k2(mr/a) ip„ 

and 

T * _ _ . , giiy - b)2 gibjy - b) 
' 2 - go* + 7T, + ; 

2k2 k2 

,'2\ ^ q sin (mrd/a) , , s 
+ I _ I ZJ ~TZ 7~7T,— c o s (nirx/a) 

(36) 

« / ,,= i k2(mr/a)2il/„ 

X [D„ sinh (niry/a) + E„ cosh (niry/a)] (37) 

where T* = T*(x,y, t) and T* = Tf(x, y, t). The contact 
conditions at y = b and boundary condition at y = c result in 
the relations 

Ai = (ykixkiy/k2) sinh (mrkrb/a) cosh (nwb/a) 

- cosh (nirk,b/a) sinh (nnb/a) (38) 

E„ = cosh (nirkrb/a) cosh (rnrbla) 

iy/k2) sinh (nirk,b/a) sinh (mrb/a) (39) 

<]>„ = D„ cosh (nnc/a) + E„ sinh (nixcla). (40) 

In the numerical computations, it is assumed that heat is entering 
the system and therefore q is negative. A three-dimensional plot 
of T*, when t = 0, is presented in Fig. 2 that indicates a 
satisfactory behavior of the quasi-steady-state solution. 

Equations (36) and (37) give the quasi-steady-state solution 
within a constant. This constant can be selected so that the 
temperature is the correct transient temperature for the transient 
problem after the initial transients have disappeared and it is 
found by making the volumetric heat-capacity-weighted tem
perature equal to zero at t = 0. The auxiliary functions Tf and 
T* become the true quasi-steady-state temperature when the 
constant 

gib3 g2(c - b)3 gMc - b)2 

3c£i, 6ck2 2ck2 
(41) 

is added to Eqs. (36) and (37). This constant has no influence 
on the value of Tt and T2 since it will reduce the coefficient 
A00 by exactly the same constant. 
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Table 1 A sample of convergence for (T - Tt)/q within 
±0.1 percent for (0.889, 0.9144) location in Fig. 4 

0 20 40 60 80 100 120 

Time, Seconds 

Fig. 3 A comparison of two temperature solutions at (0.889, 0.9144) 
with the experimental data, Dowding et al. (1996) 

Now, the superposition of two solutions, Eq. (31) and Eq. 
(36) or (37) for ;' = 1 or 2 yields the transient temperature 
solution 

Ti(x, y, t) = T*(x, y, t) + Tu(x, y, t). (42) 

The superposition of solutions requires using a new initial con
dition T,(x, y, 0) - Tf(x, y, 0) instead of T,(x, y, 0) in Eq. 
(31). 

Solution Verification. Equations (42) and (32) are em
ployed to solve for the effect of surface heat flux. To check the 
validity of these solutions, the following numerical values that 
are consistent with the experimental information, Dowding et 
al. (1996), are selected: a = 7.62 cm, b = 0.9144 cm, c = 
0.958 cm, d = 0.31a cm, ku = 0.593 W/cmK, kXy = 0.0484 
W/cmK, piCpl = 2.509 J/cm3K, k2 = 0.001 W/cm, and p2cp2 

= 2 J/cm3K. 
It was noted that, for the above parameters, the imaginary 

values of y„,„ would significantly influence the temperature solu
tion and a numerical study confirms this. For a solid shown in 
Fig. 1, Fig. 3 shows the effect of imaginary y,m values when 
using data obtained from Eqs. (42) and (32). The input heat 
flux is q — 1 W/cm2 from t = 0 to 40 seconds and the solid is 
initially at a uniform temperature. Although the solid line, Eq. 
(42), and the dash line, Eq. (32), in Fig. 3 should be identical, 
the results are quite different and, in fact, unacceptable. A com
parison with the experimental data of Dowding et al. (1996), 
for the referenced location, confirmed that neither solution is 
correct. A study of the basis functions revealed that this set is 

15 
' i ' i " 

(0.889,0 
' i ' i 

.9144) 
i ' ' - i—> I ™ ' — i — ' — i ' i ' . 

13 : \ 
11 : \ \ (1.905,0.9144) : 

9 

7 

5 

3 
(1.270,0) 

• ^ 

1 Solution, Eq. (42) : 
-1 

i , i , i , i 

Solution, Eq. (32) -
i , i , i , i i . i . i . i . i . i . -

Time, T - T„ °C 
Eq. (43) Eq. (33) 

Time, T - T„ °C 
seconds Exact Temp. m Temp. A't 

6 5.1525 5.1566 11 5.1551 46 
12 8.2792 8.2822 3 8.2783 34 
24 11.737 11.737 3 11.745 37 
36 14.208 14.208 3 14.196 33 
60 7.4233 7.4231 3 7.4231 3 

t N is the number of terms for x and y-directions. 

not complete since the solution excluded \mn values that will 
yield imaginary values for y,„„ when n > 0. An imaginary ymn 

value makes cos (ymnkry) in Eqs. (13) and (17) to become 
cosh (\ymn\kry), and cos (ymnk,b) and ym„ sin (ymnk,b) in Eqs. 
(13) and (14) to become cosh (\ym„\hb) and ~|y„,„| sinh 
(\y„m\krb). 

Figure 4 is prepared to show the solutions using Eqs. (42) 
and (32) when all eigenvalues are retained. The temperature at 
three surface locations with (x, y) coordinates of (1.270, 0) , 
(0.889, 0.9144), and (1.905, 0.9144) and for q =1 W/cm2 is 
calculated using Eqs. (42) and (32) while retaining the contri
bution of imaginary ymn. The calculated temperature, (T - T, •)/ 
q, is plotted in Fig. 4. The results show excellent agreement 
except for extremely small time. The difference in these two 
solutions is in the fifth significant figure when using 65 terms 
for both m and n. Typically, the solution that uses T* converges 
faster at large time. The computed temperature converged using 
a smaller number of terms. For a typical set of data, Table 1 
shows the number of terms needed for Eq. (42) to provide a 
temperature solution at x = 0.889 cm and y = 0.9144 cm within 
0.1 percent of the exact solution. For comparison, Table 1 in
cludes similar data using Eq. (32). For time larger than six 
seconds, only three terms for x and y directions will provide 
accurate results. For the same accuracy a solution that uses Eq. 
(32) needs significantly more terms. 

A numerical study of the surface heat flux shows the reason 
for better convergence of Eq. (42). Unlike the temperature 
solution given by Eq. (32), Eq. (42) is free from singularities 
when calculating the surface heat flux. The value of the heat 
flux, when using Eq. (32), becomes equal to zero over the 
entire y = c surface whereas Eq. (42) provides a surface heat 
flux equal to that of Eq. (37). Accordingly, the surface heat 
flux is calculated by differentiating T* in Eq. (37) with respect 
to y and surface heat flux for q = - 1 W/cm2 is plotted in Fig. 
5. Note that the summation in Eq. (37) contains n2 in the 
denominator but following differentiation, the heat flux solution 
will have n in the denominator. Therefore, the convergence of 
the heat flux solution is slower than the convergence of the 
temperature solution. When 50 terms are used, the surface heat 

E 0.2 
o 
§ 0.0 

X -0? 
3 

U. -0.4 
* J s -0.6 
X 
a -0.8 
o 

rf
a -1.0 
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n = S000 
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n = SO 
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Time, Seconds 
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Fig. 4 A comparison of two solutions using Eqs. (42) and (32) Fig. 5 Calculated surface heat flux using different number of terms 
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Carbon-Carbon 
Specimen 

Fig. 6 Specimen with the location of the seven thermocouples, see 
Dowding et al. (1996) 

flux visibly fluctuates about —1 and 0. Using 500 terms, the 
fluctuations are diminished and limited to the vicinity of x = 
d. There is no visible fluctuation when 5000 terms are used. 

Green's Function, 
One can generalize Eqs. (31) and (32) by expressing the 

solution in terms of the Green's function. Consider a single 
source gj{x, y, r ) = pjCPJ6(x - x*)6(y - y*)6(t - T* ) at 
(x*, y*) in region; = 1 ovj = 2. Substitution of a source term 
gi(x', y', T) or g2(x', y', r ) in Eq. (32) followed by the 
integrations using the properties of the Dirac delta function 
(Beck et al., 1992) yields the Green's function Gjj(x, y, t\x*, 
y*, r * ) . After replacing**, y*, and r* by x', y', and T, respec
tively, one obtains 

G^x^, t\x',y',r) 

= I £ ft^-^'^^^^')exp[-XL(r-r)] 

(43) 

where i = 1 or 2; and j = 1 and 2. Equations (31) and (32), 
in terms of the Green's function, become 

Tij(x,y, t) 

= 1 f Gli{x,y,t\x',y,,Q)Tj(.x',y',0)dV (44) 

TGJ(x,y,t) = 'L dr G,j(x,y,t\x',y',T) 
j = l PiCPJ ^ = 0 JVj 

X gj(x',y\T)dV (45) 

where dV = 1 • dx'dy' and i takes the value of 1 or 2. 
Often it is convenient to express the variables in dimen-

sionless form. For instance, if b is the characteristic length, 
then, in dimensionless form, x = xlb, y = ylb, c — c/b, a = 
alb, d ~ dlb, y,m = y,mb, rj„„, = r]mnb, and /?„ = f3„b = {nn/ 
a)b. Accordingly, \2

m reduces to \2
m„ = [(y„m)2 + 

(0„)2]ajb2 in region 1 and to \2
nn = [(r},„,,)2 + (P„)2]a2/b

2 

in region 2. 
The exact series solution obtained in this manner exhibited 

no peculiarities. However, computation of the eigenvalues using 
Eqs. (15) and (16) needs special attention since numerical 
truncation can produce false eigenvalues when some y,„„ values 
are imaginary and n is large. 

Inverse Heat Conduction 
The extension of the direct solution to inverse heat conduc

tion is the final objective of this study. The inputs to the inverse 
problem are the experimentally obtained temperature data in 
Dowding et al. (1996). The calculation of the heat flux at the 
surface is carried out in the two-layer domain, Fig. 6. The 
computed heat flux is compared with available experimental 
information. An inverse technique uses temperature data within 

the domain to solve for the spatially variable and time-depen
dent surface condition. In general, this solution is found using 
the Green's function and an alternative Green's function solu
tion (AGFS) formulation, Beck et al. (1992). The AGFS uses 
an auxiliary temperature function T* that satisfies the homoge
neous and nonhomogeneous boundary conditions. The func
tions, Tf, Eqs. (36) and (37), are constructed by solving an 
auxiliary quasi-steady-state problem defined using the same 
boundary conditions and physical properties of the original 
problem. Using the quasi-steady-state solution, Eq. (31) yields 
the AGFS solution, 

T,(x,y,t) = Tf{x,y,t) 

- i f Gu(x,y,t\x',y',0)Tf(x\y',0)dV; 

i = 1 or 2 (46) 

for this inverse heat conduction study. In general, the value of 
temperature at a location designated by (x, y) and at time, t, 
is known and the unknown is the heat flux in the definition of 
Tf(x, y, t). This formulation permits the heat flux to be a 
continuous or piecewise continuous function of spatial coordi
nates along the boundary. Also, the heat flux can be a continuous 
or a discrete function of time. In this inverse heat conduction 
study, q(x, t) is the unknown to be determined and different 
methods of computation are discussed in Beck et al. (1996). 
In practice, one selects a complete set of independent basis 
functions to describe the variation of q(x, t) and the size of the 
set depends on the complexity of the heat transfer process, the 
extent of the heated surface, and the duration of the process. 
For the experimental data of Dowding et al. (1996), the switch-
on and switch-off process is adequately described by using the 
Heaviside function. It is assumed that the heat flux at the surface 
y = c has the form q = s(x)f(t) where s(x) = (d0 + d,x + 
d2x

2 + . . .)[H(x) - H{x - d)),f(t) = H(t) - H(t - / , ) , 
the parameter d describes the size of the heated zone, Fig. 1, 
and ts is the time when the power to the heater is switched off. 
These two Heaviside functions describe the abrupt changes in 
the spatial and temporal variation of the surface heat flux. Fol
lowing appropriate substitutions, Eq. (46) reduces to a system 
of linear equations, each for a given set of {x, y; t}. 

Matrix Representation. For simplicity in this presentation, 
let (xh yt) designate the location of thermocouple /, and tv be 
the time at which each temperature measurement is taken. Since 
all thermocouples were placed in the carbon-carbon composite, 
the left side of Eq. (46), Ti(xh y,, tp), becomes a known quan
tity. The measured temperature is denoted as Yx(xh yh tp) and 
it is an approximation to the temperature Ti(xi, yi, tp). By 
substituting q in Eqs. (36) and (37) to obtain T* and T* for 
inclusion in Eq. (46), the right side of Eq. (46) becomes d0<&o 
+ rf,$i + d2$2 + • • • + dN$N. Physically, ^represents temper
ature at the location (xh y,) and time t if the surface heat flux 
is equal to xJf(t) for j = 0, 1, 2, . . . , N and there is no 
internal heat source. In practical applications, the temperature 
measurements Y{(x,, y,, tp) are known while the % values are 
obtained numerically. The least-squares estimate for the values 
of dj is the one that makes the sum of squares for all seven 
thermocouples 

7 M N 

X I l S dj$j(x„ y„ t„) - ¥dx„ y„ tp)]
2 (47) 

(=1 p=\ j=0 

a minimum and this quantity is a minimum if 

a 1 M N 

- l I S H dj$j(x„ y„ tp) - FiU, y„ t„)]2} = 0, 

for i = 0, 1, . . . , N (48) 
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Fig. 7 A comparison of the calculated and measured temperatures at 
seven thermocouple locations using a spatially constant heat flux 

where N + 1 is the number of constants to be determined. 
Equation (48) reduces to a set of linear equations described by 

* D = Y (49) 

where Y is a column vector of M measured temperature data, 
D is a column vector that contains N + 1 unknown coefficients, 
dj, and $ represents a matrix of calculated <T>; values whose 
size is M by (N + 1). Using standard least-squares algebra 
suggested by Eq. (49), 

* ' ( * D ) = $ ' Y (50) 

where $ ' is the transpose of <&. The solution for D is 

D = ( # ' * ) ~ 1 ( $ ' Y ) (51) 

Because of the measurement errors and the approximate nature 
of the product of $ by D, 3>D does not equal Y. The vector Y 
- <&D represents the residual vector and the estimated variance, 
a2, of the measured temperatures is obtained using 

# 2 = (Y - *D) ' (Y - $ D ) / M (52) 

where M is the total number of temperature data. In addition 
to random noise, other parameters, such as imperfection of heat 
flux modeling and thermophysical properties, will affect a2. 

Example. The temperature data for this numerical example 
are those of Dowding et al. (1996). Region 1 is a carbon-
carbon composite layer and region 2 is a mica layer. Measured 
temperature data at the seven thermocouple sites shown in Fig. 
6 are used during calculations. The location of thermocouples 
1 through 7, using (x, y) axes shown in Fig. 6, are (1.270, 0) , 
(6.35, 0) , (0.889, 0.9144), (1.905, 0.9144), (3.175, 0.9144), 
(4.290, 0.9144), (6.731, 0.9144). It is assumed all thermocou
ples are located on both surfaces of the carbon-carbon composite 
layer and all units are in centimeters. The measured temperature 
data are shown in Fig. 7 and the mean variance for the measured 
temperatures is a2 = 0.0204. This represents an error of ±0.2°C 
with 95 percent probability which is smaller than the size of the 
symbols shown in Figs. 7 and 8. The thermophysical properties 
mentioned earlier, reported by Dowding et al. (1996), are used 
in the inverse conduction calculations. The effective thermal 
conductivity (Dowding et al., 1996), k2, includes the contribu
tion of the contact conductance at the interface. First, it is as
sumed that the heat flux at y = c has no spatial dependence in 
the interval 0 s x =s d. Using this assumption, the inverse heat 
conduction procedure described above produced a surface heat 
flux of 1.682 W/cm2 using 50 X 50 eigenvalues. The calculated 
heat flux differs only 2.8 percent from an experimental heat 

flux of 1.730 W/cm2 reported by Dowding et al. (1996). The 
temperature variance for this case is a2 = 0.078. The tempera
tures at the seven thermocouple locations are calculated using 
the computed surface heat flux and the results are shown in 
Fig. 7. 

The variation of the heat flux in the ^-direction on the y = 
c surface is investigated assuming an ^-dependent heat flux of 
the form q(x, t) = (d0 + d2x

2)[H(x) - H(x - d)][H(t) -
H(t - ts)]. The constants d0 and d2 are computed using the 
thermocouple locations shown in Fig. 6. A comparison between 
experimental and calculated data is in Fig. 8. The constants and 
the variance for this case are d0 = 1.633 W/cm2, d2 = 0.0393 
W/cm4, and a2 = 0.097. This correction slightly improved the 
agreement between calculated and measured temperatures for 
thermocouple number 4 in Fig. 8. However, the variation in the 
heat flux is of the order of the data noise and is too small to 
be significant. The temperature variance for this case is slightly 
higher than the variance of the constant heat flux case. 

Conclusion and Remarks 
This paper presents a relatively convenient quasi-steady solu

tion for the case of a two-layer material with one of the layers 
having orthotropic properties. Also, the transient solution for a 
two-dimensional problem with a surface partially heated is 
given. As a generalization, the Green's function for this problem 
is given and can be used for other problems. The numerical 
computations presented in this paper show that the exact analyti
cal solution serves as a useful tool for solving an interesting 
class of inverse heat conduction problems. Furthermore, the 
solution was developed for insulated boundaries but the same 
methodology applies to other boundary conditions. 

There are a few differences between the solution discussed 
earlier and classical solutions for isotropic bodies. First, a prod
uct solution (Beck, et al , 1992; p. 92) cannot be used as ob
served by Tittle (1965); also, the product solution cannot be 
used to obtain the Green's function. Second, a solution of this 
type, that uses the separation of variables, is restricted to the 
boundary conditions of the first or second kind on x = 0 and x 
= a surfaces. However, there is no restriction on the type of 
boundary conditions at y = 0 and y = c. Third, contact resis
tance at the interface can be included in the solution with addi
tional efforts. 

This exact analysis serves as a powerful tool for solving 
inverse heat conduction problems and the inverse procedure 
combined with the exact analysis, described above, produces 
results with remarkable accuracy. This procedure satisfies all 
the criteria for the evaluation of the inverse heat conduction 
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Fig. 8 A comparison of the calculated and measured temperatures at 
seven thermocouple locations using a spatially variable surface heat flux 
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problem (IHCP) solution methods outlined in Beck (1979) 
except for accommodating the temperature-dependent thermo-
physical properties. The temperature-dependent thermophysical 
properties need special attention not addressed here. This exact 
analysis is well suited to design experiments for the estimation 
of thermal properties as a part of IHCP studies. Also, the exact 
solution is ideal to calculate the sensitivity coefficients, to serve 
as a standard for evaluating approximate numerical methods, 
and to carry out simulations before performing the actual experi
ments. 
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Effects of Temperature-
Dependent Viscosity Variations 
and Boundary Conditions on 
Fully Developed Laminar Forced 
Convection in a Semicircular 
Duct 
Fully developed laminar flows in a semicircular duct with temperature-dependent 
viscosity variations in the flow cross section are analyzed, where the viscosity-temper
ature behavior is described by the Arrhenius model. Both the T and HI boundary 
conditions are considered, as they represent the most fundamental heating/cooling 
conditions encountered in practical compact heat exchanger applications. Numerical 
solutions for the flow velocity and the temperature fields have been obtained by finite 
difference technique. The friction factor and Nusselt number results display a strong 
dependence on the viscosity ratio (p„/[ib), and this is correlated using the classical 
power-law relationship. However, results indicate that the power-law exponents are 
significantly different from traditional values for circular tube. They are found to be 
functions of the flow geometry, boundary condition, and direction of heat transfer 
(heating or cooling). 

Introduction 

Printed circuit or etched surface compact heat exchangers, 
that are increasingly being used for viscous media thermal pro
cessing applications, have semicircular flow channels as shown 
in Fig. 1 (a) . In practice, these channels have very small hydrau
lic diameters and relatively large (Lldh). Because of these 
length scales and the viscous nature of the fluids being handled, 
the flows are generally laminar and both hydrodynamically and 
thermally fully developed. 

Most fluids encountered in chemical, biochemical, and pro
cess industries are highly viscous in nature. The viscosity of 
these liquids is strongly dependent on temperature; the thermal 
diffusivity, however, remains relatively constant. For example, 
the viscosity of glycerin has a threefold decrease in magnitude 
for a 10 K rise in temperature (see Fig. 2). As a result, the 
constant property solutions most often given in the literature 
are inadequate, and they can grossly underpredict or overpredict 
the thermal-hydraulic performance. For such applications, 
forced convective solutions need to account for temperature-
dependent viscosity variations. 

Several different models have been used in the literature to 
account for the p(T) behavior of viscous liquids. Some of the 
more commonly used constitutive relationships are listed in 
Table 1. While each of these equations provides reasonable 
/i( T) predictions for many liquids, the exponential (Arrhenius), 
modified exponential (Andrade), and logarithmic-polynomial 
models, Eqs. ( l c ) - ( l e ) , perhaps give the best representation 
over a relatively large temperature range. However, even though 
Eqs. (Id) and (\e) may tend to have higher precision because 
of their form (for example, Eq. ( le) has more adjustable con-

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER and presented at '97 ASME NHTC, Baltimore. Manuscript re
ceived by the Heat Transfer Division, Mar. 10, 1997; revision received, Mar. 3, 
1998. Keywords: Forced Convection, Heat Exchangers, Thermophysical Proper
ties. Associate Technical Editor: S. Ramadhyani. 

stants), the Arrhenius model, Eq. (1 c), is very simple, provides 
a good representation for most common fluids (see Fig. 2), and 
is quite effective (Nakamura et al., 1979); as such, it has been 
the more popular model. An alternative approach has been to 
use a Taylor series expansion of n(T) (Herwig, 1985; Herwig 
and Klemp, 1988). 

The majority of earlier studies that have investigated the 
effects of temperature-dependent viscosity variations have pri
marily focused on the circular tube geometry (Bergles, 1983a, 
b). In an extended numerical study on fully developed flows 
in rectangular ducts, Nakamura et al. (1979) have evaluated 
the efficacy of the first four p(T) equations listed in Table 1. 
Also, Herwig and Klemp (1988) have considered fully devel
oped laminar flow heat transfer in concentric annuli. For the 
semicircular geometry, almost all previous results have been 
constant property solutions (Manglik and Bergles, 1994). In a 
recent work, Etemad and Mujumdar (1995) have reported re
sults for the entrance region laminar flows of power-law (pseu-
doplastic and dilatant) liquids. Besides viscous dissipation and 
non-Newtonian effects, they have also considered temperature-
dependent consistency variations in the developing flow regime. 
However, friction factor and Nusselt number solutions for fully 
developed laminar flow of Newtonian^ fluids in a semicircular 
duct, that account for the effects of p.(T) variations over a large 
range of heating and cooling conditions, do not appear to have 
been reported in the literature. This is addressed in the present 
study, and the results are of much significance to the design of 
printed-circuit heat exchangers. 

Problem Formulation 
Steady-state incompressible laminar flow of a Newtonian 

fluid in a semicircular duct (Fig. 1(b)) is considered. The flow 
is both hydrodynamically and thermally fully developed, with 
negligible viscous dissipation and axial conduction (Pe S> 1). 
Also, with the exception of temperature-dependent viscosity 
variations in the flow cross section, all fluid properties are con-
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(a) (b) 

Fig. 1 Channel geometry: (a) typical section of an etched surface heat 
exchanger core (courtesy Heatric Ltd., UK), and (b) coordinate system 
in the duct flow cross section 

sidered to be constant; the Arrhenius model, Eq. (lib), is taken 
to describe the viscosity-temperature behavior in the fully devel
oped flow field. It may be noted that for highly viscous liquid 
flows in the small dh channels of the present case, Gr would be 
insignificantly small (~O[10]) even under extreme heating/ 
cooling conditions. For laminar flows in a horizontal semicircu
lar duct, Lei and Trupp (1991) have shown experimentally 
that buoyancy effects become important only when Gr > 107. 
Consequently, free-convection effects have been ignored. 

For the cylindrical coordinate system and duct geometry de
scribed in Fig. 1 (b), the following dimensionless variables are 
introduced: 

r = {rib), ip = ip 

T) = {ill lib) 

w = wl{-{dpldz){b2l%iih)} 

T = (Tw - T)/[(dTb/dz)(b2wbla)]. 

{2a, b) 

(2c) 

{2d) 

(2e) 

With the substitution of these variables, the governing dimen
sionless momentum and energy equations can be expressed as 

l_d_ 
r dr 

r\r 
dw 

dr 
1 JL ( <t?L 

+ r2 dip \V dip 
= 0 (3) 

\ d dT\ 1 d dT\ „ „ 
[r — + - ; — —- + ST = 0 (4a) 

r dr\ dr r2 dip \&/»J 

where (see Manglik and Bergles (1994) for details) 

101 r 

10u 

J3 I0"1 

10"2 

io-J 

10"" 

Ethylene Glycol 

200 240 280 320 
T[K] 

360 400 

Fig. 2 Temperature-dependent viscosity variations of common liquids 
and their representation by the Arrhenius model of Eq. (1c) 

((w/wb)(TITb) forT 

l(w/wb) f o r H l . 
{4b) 

Equations (3) and (4) are subject to the following boundary 
conditions: 

dw 
w(0, ip) = w( l , i/f) = w{r, 0) = 0, — ( r , TT/2) = 0 (5) 

ai/> 

T(.0, iji) = T{\, ip) = T{r, 0) = 0, ~{r, TT/2) = 0. (6) 
dip 

Note that symmetry allows the solution to be obtained by con
sidering only half of the duct cross section, thereby requiring 
Neumann conditions at the duct centerline (r, 7i72). Also the 
viscosity function of Eq. (2c) can be expressed in dimensionless 
form as 

77 = {ii J fa) (l-r/r.) (7) 

In Eq. (7) , the ratio {fxjfii,) becomes a known input depending 
upon the given heating/cooling conditions; values of it,Jiib < 

Nomenclature 

b = semicircular duct radius, Fig. 
1(b) m 

c = empirical constant or exponent, 
Eq. (1) 

dh = hydraulic diameter, (2b-K)l(-K + 
2 ) , m 

/ = Fanning friction factor, Eq. (10) 
g = gravitational acceleration, m/s2 

Gr = Grashof number, (gpATdl/u2) 
h = heat transfer coefficient, W/ 

m 2 -K 
HI = axially uniform wall heat flux 

with peripherally uniform wall 
temperature 

k = fluid thermal conductivity, W/ 
m-K 

L = axial duct length, m 
m, n = viscosity ratio exponents, Eqs. 

(14a, b) 

Nu = Nusselt number, Eq. (11) 
p = pressure, Pa 

Pe = Peclet number, wbd,,la 
r = dimensionless radial coordinate, 

Eq. (2a) 
T = radial coordinate, m 

Re = Reynolds number, pwbdjixb 

ST = source term, Eq. (4b) 
T = dimensionless temperature, Eq. 

(2e) 
T = temperature, K 
T = peripherally and axially uniform 

wall temperature 
w = dimensionless axial velocity, Eq. 

(2d) 
w = axial velocity, m/s 
z = axial coordinate, m 
a = fluid thermal diffusivity, m2/s 

P = volume expansion coefficient, 
K"1 

7} = dimensionless fluid dynamic vis
cosity, Eq. (2c) 

H = fluid dynamic viscosity, Pa • s 
v = kinematic viscosity, m2/s 
p = fluid density, kg/m3 

TW = wall shear stress, Pa 
ip, ip = dimensionless circumferential co

ordinate, Eq. (2b) 

Subscripts 
ref = reference value at arbitrary 

reference temperature 
b = bulk or mean 

cp = constant property 
w = wall 
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Table 1 List of viscosity-temperature models used by different investigators in the literature (Eq. (1)) 

Model Eq. No. References 

Power-Law 

Polynomial 

Arrhenius/Exponential 

Modified Exponential 

Log-Polynomial 

H = iMn)(TITrej) ' 

\x = fj,r,j[l + c(T - 7%/)]"' 

ji = p.ref e x p [ - c ( f - fre/)] 

ti = nref exp[c([l/fl - [l/fre/])] 

In (y, - a) = (777V)" l n (AW " «) 

(la) Deissler (1951), Nakamura et al. (1979), and Collins 
and Keynejad (1983) 

(lb) Yamagata (1940), Yang (1962), Mizushina et al. 
(1967), Tanaka and Mitsuishi (1975), Gori (1978), 
and Nakamura et al. (1979) 

(lc) Shannon and Depew (1969), Mahalingam et al. 
(1975), Hong and Bergles (1976a), Nakamura et al. 
(1979), Joshi and Bergles (1980, 1981), and Etemad 
and Mujumdar (1995) 

(Id) Andrade (1934), Rosenberg and Heliums (1965), 
Christiansen and Jensen (1969), and Nakamura et al. 
(1979) 

(le) Test (1968) and Shome and Jensen (1995) 

1 represent fluid heat ing, and n„!' y,b > 1 represents fluid cool ing. 
A thermal ly and hydrodynamica l ly fully deve loped flow impl ies 
that (w/wb), (T - T„)l(Tb - Tw), and (\xl\xh) are not functions 
of axial location. For the HI condition, (T^ - Tb) as well as 
the corresponding (y,„l yb) become constant; this holds for the 
T condition also, with Tb evaluated as the difference between 
the wall temperature and log-mean temperature difference. As 
such, a range of wall-to-bulk viscosity ratio (0.02 s \xj\xb •& 
50) has been considered in this study for each of the two bound
ary conditions. 

The dimensionless bulk velocity and bulk temperature are 
obtained from their usual definitions as 

wb 

4 /*»/2 r1 

= — I I wrdrdfy 
IT Jo Jo 7T Jo Jo 

tnrl2 f\ 4 i r /2 r1 

Tb = I I wTrdrdip. 
n wb Jo Jo 

(8) 

(9) 

(10) 

(11) 

Finally, the global parameters of design interest, Fanning fric
tion factor and Nusselt number, based on volumetric flow rate 
and enthalpy rise, respectively, are defined as 

/ = (2TJPW\) = [7T/(7T + 2)]2(16/W„ Re) 

N u = (hdhlk) = [TT/CTT + 2)]2/Tb. 

Numerical Solution Method 

Numerical solutions for the coupled governing equations for 
axial velocity and temperature are obtained by finite difference 
methods, using a uniform grid and the Gauss-Seidel technique 
with SOR. The governing equations are discretized in conserva
tive form by applying second-order accurate central differenc
ing. This, however, results in the need to calculate viscosity 
at half-interval locations. A second-order accurate Lagrangian 
interpolation is used to determine the temperature, which is 
then used to calculate the viscosity at these locations. Dirichlet 
boundary conditions are set at the wall, while the symmetry 
conditions are approximated by second-order accurate forward 
or backwards difference formulae, as needed. For the numerical 
integration, algorithms based on Simpson's rule are employed. 

All runs were performed with a 61 X 61 grid. This was 
adequate even for the extreme values of viscosity ratio. Grid 
independence was verified by running the most extreme heating 
case of (\ij\ib) = 0.02 with a 91 X 91 grid for the T condition. 
For this test case, relative to the coarser grid, /Re changed by 
only 0.3 percent, while the Nusselt number remained un
changed. The results for the HI condition show similar trends. 
The convergence criteria (maximum relative error in the values 
of the dependent variables between two successive iterations) 
in all test runs was set at 10 "7. 

Accuracy of the numerical procedure was verified by compar
ison of the constant property results with those given in the 

literature. As shown in Table 2, the results obtained here are in 
excellent agreement with the available analytical (Sparrow and 
Haji-Sheikh, 1966) and numerical solutions. The numerical ac
curacy is further checked by comparing the friction factor and 
Nusselt number values of Eqs. (10) and (11) with the peripher
ally averaged values determined directly from the wall gradients 
given by 

/ R e = 

Nu = 

47T H„ 1 

(2 + TT)2 yh wb I dr 
dtp 

Jo r 

dw 

4n 1 

(2 + n)2 T„ [Jo or r=l Jo r 

dT 

dij> 

dr 
<A=o 

(12) 

dr 

( 1 3 ) 

ilf=0 

Note that the circumferential gradients are singular when r = 
0; however, they can be approximated by the radial gradients 
along if/ = 7t72. The differences between the values obtained 
by Eqs. (10) — (11) and (12 ) - (13 ) were generally less than 
one percent, with a maximum of 3.7 percent for the case with 
(tJ,J(j,b) = 0.02. 

Results and Discussion 

In Fig. 3, the normalized axial velocity (wlwb) contour plots 
for fully developed laminar flows are presented. As seen from 
this figure, because of temperature-dependent viscosity varia
tions in the flow cross section under diabatic conditions, the 
velocity field (Figs. 3(a), (b), (d), and (e)) gets distorted 
significantly from the constant property case (Fig. 3(c)) . For 
wall heating, the flow profiles in Figs. 3(a) and 3(b) tend to 
flatten and have a plug-like shape, relative to the constant prop
erty distribution. As a result, the velocity gradients become 
large near the wall and the maximum velocity decreases. The 
flow essentially tends to become uniform because of the fluid 
lubrication in the near wall regions. Also, the effect of boundary 
condition (T versus HI ) appears to be small. For wall cooling, 
because the viscosity near the wall increases considerably, the 
profiles in Figs. 3(d) and 3(e) tend to elongate and become 

Table 2 A comparison of the present constant property 
results with those available in the literature 

/Re N U r Nu„ 

Present study 15.768 3.321 4.093 
Sparrow and Haji-Sheikh (1966) 15.767 — 4.089 
Hong and Bergles (1976b) —' — 4.108 
Ben-Ali et al. (1989) 15.790 3.316 4.072 
Manglik and Bergles (1994) . 15.772 3.403 — 

602 / Vol. 120, AUGUST 1998 Transactions of the ASME 

Downloaded 10 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



(a)H1lM»/m = 0.02 W.^i^om (a)H1 lMv>b = 0.02 (b)T,n>,, = 0.02 

(C)H1 or T , n X = 1 (c)H1lMw/m = 1 (d) 1 , ^ = 1 

(d)H1,Mvyh, = 50 (e)T, ^ ^ = 50 (e )H1,n>, = 50 (f)T, n>„ = 50 

Fig. 3 Normalized axial velocity (w/w„) contours for T and H1 condi- Fig. 5 Normalized temperature (T/T„) contours for T and H1 conditions 
tions with {/I*/in,) = 0.02, 1, and 50 with (p-Jpt) = 0.02, 1, and 50 

almost conical. This in turn produces velocity gradients that are 
very small near the outer wall boundary with a dramatic increase 
in core velocity. In this case the boundary condition also has 
an effect, in that the maximum velocity for the HI condition 
(Fig. 3(d)) is approximately 21 percent less than that for the T 
condition (Fig. 3(e)). The effect of n(T) variations are further 
illustrated in Fig. 4, where normalized axial velocity (w/wh) 
profiles at the centerline (\p = 7i72) of the semicircular duct 
for the HI condition are shown as a function of the viscosity 
ratio. Most prominently, the maximum velocity is seen to dra
matically increase with increasing (nJnb). 

The corresponding normalized temperature (TIT,,) contour 
plots for the two boundary conditions (T and HI) are given in 

1.0 Ss-' I i i i i i i i i i i 
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Fig. 4 The effect of viscosity ratio on the normalized axial velocity profile 
at the duct centerline (t/< = n72) 

Fig. 5. Reflecting the distortions in the velocity distribution for 
(ftJ'/"*<>) < 1 and > 1, the temperature profiles also deviate from 
the constant property solution. However, the differences in the 
temperature distributions are relatively small compared to the 
striking differences in the axial velocity distributions. For large 
values of the viscosity ratios (cooling), the temperature gradi
ents near the wall are relatively small, compared to the constant 
property case, but increase significantly under heating condi
tions (fj.w//j,,, < 1). Also, as the viscosity ratio decreases ({/.„/ 
Hi, = 50 -»1 -»• 0.02) the maximum fluid temperature decreases 
due to the convective effects in the core region of the duct. This 
effect is larger for the T condition than for the HI condition. 
Variations in the normalized temperature (TITb) distribution at 
the centerline (i// = -n 12) with (pjHi,) are given in Fig. 6 for 
the HI boundary condition. The temperature profiles, T(r, 7i7 
2) , are clearly seen to deviate from the constant property case 
for both heating and cooling. Again, the maximum fluid temper
ature is higher for heating than for cooling due to the convective 
effects. 

The friction factor and Nusselt number results for both HI 
and T conditions are presented in Figs. 7 and 8, respectively, 
in the form (f/fcp) and (Nu/Nuc/)) versus (iiwlfib). Wall heating 
conditions are seen to produce lower flow friction but higher 
heat transfer coefficient in comparison with the constant prop
erty solution; the converse is true for wall cooling. Depending 
upon the wall-to-bulk temperature differences, which in turn 
are reflected in the values for (fj,w//j.b), the differences between 
/ — fcp and Nu - Nuc/, are seen to be quite significant. In fact, 
in design estimates based on constant property solutions, the 
relative errors in the predictions of / • Re and Nu can be as 
much as 93.2 percent and 50.7 percent, respectively, for heating, 
and 909 percent and 51.7 percent, respectively, for cooling. 
Furthermore, the influence of the HI boundary condition on the 
variations in Nu with (fxJ/Xb) is much greater than that of the 
T boundary condition; for the variations in / , the converse is 
true. 

In much of the literature, based on the classical work by 
Sieder and Tate (1936), temperature-dependent viscosity varia
tions are usually correlated in the form 
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Fig. 6 The effect of viscosity ratio on the normalized temperature profile 
at the duct centerline (i/r = TTI2) 
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Fig. 7 Variation of (f/fcp) with (/n„//u6) for fully developed laminar flow 
in a semicircular duct 
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Fig. 8 Variation of (Nu/Nuw) with (/U„/M») for fully developed laminar 
flow in a semicircular duct 

While there is no unanimity over the values of m and n, even 
for circular tube flows (Kaka9 et al., 1987; Manglik and Bergles, 
1998), this form of correlation is perhaps the simplest and yet 
reliable. Such power-law representation of the present results 
are given in Figs. 7 and 8, respectively, for / and Nu. The 
exponents m and n are seen to be different not only for wall 
heating and cooling conditions, but for the T and HI boundary 
conditions as well. For the HI condition, m = 0.54 and n = 
-0.19 for cooling, and m = 0.61 and n = -0.13 for heating; 
the corresponding values for the T condition are m = 0.58 and 
n = -0.18 for cooling, and m = 0.65 and n = —0.11 for 
heating. Different exponents for heating, cooling, and boundary 
conditions have also been reported for the circular tube case in 
both experimental and computational results (Test, 1968; Joshi 
and Bergles, 1980, 1981; Marner and Bergles, 1989; Shome 
and Jensen, 1995; Manglik and Bergles, 1998). As seen from 
Fig. 7, the friction factor results are well correlated by Eq. (14a) 
and the indicated values of m, for both heating/cooling and 
Hl /T boundary conditions. However, quite interestingly, the 
Nu results for very high heating conditions (fj,w/nb < 0.1) tend 
to deviate from the log-linear behavior; this is so for both 
HI and T. Similar deviations from the log-linear behavior are 
observed in the Nu results for rectangular ducts reported by 
Nakamura et al. (1979). Clearly, experimental data are needed 
to verify that this is indeed due to the convective characteristics 
of very viscous liquids under extreme wall heating conditions. 
Nonetheless, for practical applications, the power-law relation
ship of Eq. (14&) provides reasonably accurate results for Nu 
as well (the maximum relative error for /j,Jfj,b = 0.02 is 10.4 
percent). 

It may be noted that the T and HI boundary conditions 
represent the most common heating/cooling situations encoun
tered in heat exchanger applications. The T condition simulates, 
for example, heating of the process fluid stream by condensing 
steam; the HI condition corresponds to heating or cooling in a 
two-fluid exchanger with equal heat capacity rates. Furthermore, 
because printed-circuit or etched-surface heat exchangers are 
compact units with large heat transfer surface area density, the 
precision in estimating the heat transfer and pressure loss has 
a significant impact on its design (Shah, 1981). For instance, 
a nominal ten percent underprediction of h, coupled with a ten 
percent overprediction of /(which would be the case with fluid 
heating when constant property estimates are used) would over 
size the heat exchanger and render it less compact. The present 
results provide more accurate predictions of Nu and / under 
both fluid heating and cooling conditions, and lend to more 
reliable design of such exchangers. 

Conclusions 
Numerical solutions for fully developed flows, with p.(T) 

variations modeled by the Arrhenius equation, in a semicircular 
duct have been presented. The T and HI wall boundary condi
tions with both heating and cooling are considered. Tempera
ture-dependent viscosity variations are seen to produce signifi
cant distortions in both the velocity and temperature distribu
tions in the fully developed flows. The corresponding / and Nu 
values deviate significantly from the constant property results. 
For the range of viscosity ratio variations considered here (0.02 
=s \ij\xh s; 50), / a n d Nu deviate by as much as a factor of 9 
and 2, respectively. The dependence of friction factor and Nus-
selt number on the viscosity ratio {ytj\ib) is reasonably corre
lated by the classical power-law relationships given in Eqs. 
(14a) and (14&), respectively. However, the power-law expo
nents are not only different from the circular tube values, but 
are found to be functions of heating, cooling, and the T and 
HI boundary conditions as well. 
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Two-Dimensional Modeling of 
Heat Transfer Through Sandwich 
Plates With Inhomogeneous 
Boundary Conditions on the 
Faces 
This paper presents a thermal model describing heat transfer in rnultispan sandwich 
rectangular plates. The model is time-dependent and two-dimensional. Complex ther
mal phenomena occurring in light cores (honeycomb) and thermal contact resistance 
are taken into account in the model. Particular attention is paid to the boundary 
conditions on the faces of the plate: radiative and nonuniform convective exchange 
are taken into account. The global temperature solution for stationary cases is devel
oped on trigonometric and exponential functions bases. The properties of the Laplace 
transform are used to solve time-dependent cases. Validation experiments are carried 
out in a wind tunnel ring for two-span plates submitted to convective exchanges on 
one face; the same configuration is reproduced for an aluminum sandwich plate 
in an industrial set-up bench. Experimental results agree well with the numerical 
simulation. 

Introduction 

Multispan materials are of interest in many industrial fields, 
particularly for aeronautical and aerospace applications. Used 
in fuselage and engine cover panels, or in certain parts of com
bustion chambers, they are submitted to thermal constraints, 
which can be of importance during design or optimization 
phases. This is why the aerothermal team of the ONERA/ 
DMAE decided to develop a model describing global heat trans
fer in these materials. Multilayer plates, composed of thin fac
ings (metal sheets, multifold composites) flanking a thick, light 
core (honeycomb), are considered. The calculation of the tem
perature field of these panels requires the consideration of some 
particular points: 

• the thermal behavior of honeycomb, the three heat transfer 
modes occur in such materials, conduction (along the cells 
walls), radiative exchanges (between the cell walls, the bot
tom and the top of the cell), and natural convection. In a 
first step, it is necessary to develop a reduced modeling of 
these phenomena. 

• the modeling of interface conditions, the contact between 
the different layers of the panels is seldom perfect; glue, 
surface roughness, and air gaps lead to temperature jumps, 
which are usually described using contact conductances. 

• the plates are generally submitted to specific flow exchanges 
(hot air on one side, cooling fluid on the other side for 
combustion chambers, external air flow for covering pan
els ), which call for an appropriate modeling of boundary 
conditions. 

Numerous publications have been devoted to heat transfer 
through multilayer plates, but papers dealing with global heat 
transfer through composites with thick cores are rare. Numerical 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER and presented at NHTC '97, Baltimore. Manuscript received by 
the Heat Transfer Division, June 18, 1997; revision received, Apr. 25, 1998. 
Keywords: Conduction, Forced Convection, Modeling and Scaling, Composite 
Materials. Associate Technical Editor: P. Menguc. 

methods allow a precise modeling of each phenomenon, and 
nodal methods present a more global approach. Some authors 
propose analytical models: Degiovanni (1993) and Houlbert 
(1992) use the quadripoles method to describe the different heat 
transfer phenomena in sandwich composites. For a cylindrical 
geometry, Ozisik (1993) develops monodimensional time-de
pendent solutions for multispans with inhomogeneous boundary 
conditions. Considering the need of a global model for rectangu
lar or parallelepipedic geometry with inhomogeneous boundary 
conditions, it was decided that we develop an analytical two-
dimensional rectangular plate model (with the *-axis following 
the global direction of external flows, and the ;y-axis being 
across the layers). Stationary and time-dependent cases are con
sidered. The considered temperatures range from the ambient 
to 423.15 K. 

1 Model 

Figure 1 sums up the different phenomena involved in the 
present study. They are treated inside a global multilayer con
ductive model: each heat transfer mode occurring inside the 
plate is modeled as a conduction phenomenon, or an interface 
condition between two layers. The boundary conditions of the 
model describe the thermal exchanges between the plate and 
its environment. The paper is structured as follows: first, the 
usual conductive phenomena in multispan plates are presented; 
second, the thermal properties of honeycombs are simplified so 
that the core can be described as an usual layer; then, the 
convective and radiative exchange on the plate faces are pre
sented; and finally, the global model resolution is presented. 
Figure 2 indicates the coordinate system and the main nomen
clature of the paper (layer number, etc.). 

1.1 Conductive Phenomena in Multispans. 

1.1.1 Orthotropic Conduction. • The materials used in 
multispan plates range from simple metallic elements (alumi
num, etc.) to complex composites (carbon, polyaramid). In 
general, each layer will be considered to be orthotropic for 
conduction. The conduction equation for layer i is then. 
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Fig. 1 Heat Transfer in honeycomb sandwiches 

d2T d2T, 
kix —j (x, y, t) + kiy -—- (x, y, t) 

ox ay 

°Ti , 
= PtCt — - ( x , y , t), (1) 

at 

C-, and pi being constants calculated for the whole material 
in the case of heterogeneous materials (fibrous composite, for 
instance). It would be convenient to reduce this to the isotropic 
case. In order to avoid complications for interface conditions 
or boundary conditions in the x-direction, a new local variable 
F, is introduced for each layer. This leads to the following 
conduction equation: 

d2T d2T, 
t) 

with 

Y,=y. 

aix dt 

A. 
Pi Ci 

Yi,t) (2) 

(3) 

Each orthotropic layer of thickness e, is then replaced with an 
equivalent isotropic layer of equivalent diffusivity ctix, conduc
tivity Kj, and thickness Et (calculations detailed by Murer, 
1998): 

1.1.2 Interface Conditions. The imperfections of the con
tact between two layers (air gaps, microscopic geometry of the 
interface, glue or adhesive film) frequently give rise to tempera
ture jumps at the interface, which are often described using 
thermal contact conductances. 

Numerous works have been dedicated to contact conduc
tances; a preliminary review of this literature (Degiovanni et 
al., 1990; Madhusudana and Fletcher, 1985; Fletcher, 1988; 
Stevenson et al , 1991; Sadhal, 1980,1981) shows the complex
ity of the problem. Indeed, its microscopic aspect includes many 
different phenomena (convection, conduction and radiation in 
the gaps, presence of adhesive layer, etc.), depending on many 
different parameters (nature of the material, mean temperature 
of the contact, microscopic geometry of the contact, etc.). Even 
if some simplifications and global trends could be drawn from 
this review, microscopic contact conductance is too complex to 
be injected in a global model. 

That is why it was decided to describe interface conditions 
in the stationary case with uniform non-temperature-dependent 
contact conductances, whose experimental values are extracted 
from the literature (for example, Stevenson et al., 1991). Con
sidering the variable change in the y -direction for an orthotropic 
layer, the condition between layers i and ;' + 1 is written: 

8T, 
-Kt — (JC, Y,,t) 

= G,(rl+1(jc, r,,t)- Tt{x, Y,,t)) 

•K,^-(x, t,,t) 
dYi 

= -Kl+i^(.x,Y„t) 

Vx e [0;L] (5) 

dYl+l 

with 

?; = ££ , • , (6) 

K, \kjxk.iy £.,• — &i (4) 

Y, being the beginning of the equivalent isotropic layer i + 1 
in the y -direction and G, the contact conductance between the 
two layers. 

For the time-dependent case, two possibilities are proposed. 

• The time scale of the interface phenomena is supposed to 
be negligible when compared to global heat transfer phe
nomena. In that case (microscopic gaps, etc.), only the tem
perature jump is to be considered, and contact conductances 
can be used directly in the global model. 

N o m e n c l a t u r e 

E = equivalent thickness of a 
layer (modified system) 

G = thermal conductance 
H, J, M = development orders 

K = equivalent conductivity of a 
layer 

L = length of the plate 
N = number of layers 
S = honeycomb cell cross section 
T = temperature 
U = mean velocity of the flow 
c = specific heat 
e = thickness of a layer 

fb, = configuration factor between 
top and bottom of a cell 

hc, h = convective and global heat 
exchange coefficients 

k = thermal conductivity 
s = Laplace variable 
q = heat flux 

(x,y,z,t) = space and time coordinates 
u, v = fluid local velocities (x,.y-

direction) 

Greek Symbols 
a = thermal diffusivity 

/3,„ = eigenvalue (x-direction) 
e = emissivity 

y,„ = eigenvalue (y-direction) 
8 = reduced temperature 
6 = laplace transform of the 

reduced temperature 
p = density 
a = Stefan-Boltzman constant 

Subscripts 
c = core 
/ = fluid 

i = layer index 
m,j= development index 
x, y = x, y -direction 

Short scripts 
LDV = laser Doppler velocimetry 
ThIR = infraRed thermography 

Dimensionless Numbers 
Nu = Nusselt number 
Re* = Reynolds number for x 
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Fig. 2 Coordinate system and notations 

• The time scale of the interface phenomena is not negligible 
(case of air film caused by nonflatness of pieces, glue layer). 
In that case, and if its geometrical characteristics are known, 
the interface is described as an additional layer. 

1.2 Heat Transfer in Honeycomb Core. As stated be
fore, a simplified modeling of heat transfer in honeycomb core 
is proposed here. 

1.2.1 Convection in the Cells. According to the reviewed 
literature (Sunden, 1988; Chen and Hwang, 1989a, b) , convec
tion phenomena in honeycomb cells are ruled by the following 
parameters: nature of the cell walls (rather conductive or insu
lating materials), boundary conditions imposed on these walls 
(for the models); geometry of the cells (and mainly its aspect 
ratio); and the dimensionless number values characterizing the 
state of the system {cells walls + trapped air}: Nusselt, Ray-
leigh, and Prandtl numbers. Applying the results of various 
numerical, analytical, and experimental studies to the configu
rations considered in this paper, we may conclude that 

• for cells with conductive walls (aluminum), there is no 
convection, or convection is negligible when compared with 
conduction in air and walls, or radiative exchanges (Houlb-
ert, 1992; Lock and Zhao, 1992; Aggarwal and Manhapra, 
1989). 

• for cells with insulating walls (composites), the various 
models are not always in agreement, but the experimental 
works of Cane et al. (1977), Hollands (1973), and Buchb-
erg et al. (1973) show that convection remains negligible. 

Note that the problem of natural convection caused by apertures 
located at the interface facing/honeycomb is not considered in 
this study. 

1.2.2 Conductive Exchanges. Very little literature is de
voted to the description of conductive phenomena in honey
combs. Most of the time, when desired for industrial applica
tions, conductive properties of honeycombs are measured or 
identified experimentally. Degiovanni (1993) and Houlbert 
(1992) describe the constriction phenomenon in the cells—that 
is, the conductive flux distribution between the cell walls and 
air trapped in the cell, depending on the wall conductivity com
pared with air conductivity. But this description is limited to 
the axial direction of the cell, and to a cylindrical geometry. 
However, to be easily incorporated in our model, honeycomb 
will be described using two conductivities and one specific 
mass: 

• For a piece of honeycomb made with metallic ribbons (usu
ally aluminum), values of orthotropic conductivities calcu
lated by Hennis (1994), and based on the main assumption 

that the heat flux in air is negligible when compared with 
heat flux in the walls, were used as a first approximation. 

• for honeycombs made with near insulating materials (poly
ethylene, polyaramid, etc.), the constriction hypothesis is 
not valid anymore. In that case, experimental or manufac
turer conductivities were used. 

In both cases, the specific heat is obtained from experimental 
or manufacturer data. 

1.2.3 Radiative Exchanges in the Cells. Some authors 
have proposed analytical models of the radiative heat transfer 
in honeycomb cells (Tien and Yuen, 1975; Marcus, 1983), but, 
unfortunately, they cannot be integrated in a global conductive 
model. Another result of the experimental studies referenced 
above is of interest: uncoupling the radiative and conductive 
exchange in honeycomb cell modeling leads to consequent er
rors when compared with experimental results, particularly 
when the cell walls are highly absorbent (composite walls). On 
the contrary, for highly reflective walls (aluminum), radiative 
exchange can usually be neglected in comparison with conduc
tive exchanges (Hennis, 1994). Making the same distinction, 
Houlbert (1992) introduces linearized radiative exchanges for 
one cell in a two-dimensional cylindrical geometry. A similar 
approach is followed here. These exchanges are introduced in 
the interface conditions between facings and honeycomb. Pre
liminary calculations show that the difference between the lin
earized and real flux are below two percent for the studied 
configuration; that is why the linearization hypothesis is re
tained. For highly reflective walls, the top and the basis of the 
cells are considered to be in total influence—that means all the 
flux emitted by one surface reaches the other, and vice versa. 
The flux and temperature conditions at the interface between 
layer / and the core then become 

-*, — (x, f„t) 
dYi 

J_ J_ 

8T 
-Kc — (x,Yitt) 

dYc 

•(T,(x,Y„t) - r,+ 1(jt, Yc, t)) (7) 

1 

dTc 
-Kc—^(x, Y„ t) = G,{Tc{x, Y>, t) - T,(x, Y„ t)). (8) 

oYc 

The conductance condition is to be applied only on the con
ductive flux transmitted in the core. The bulk temperature, Tb, 
is estimated from the global problem boundary conditions. For 
insulating walls, the top and the basis of the cells are considered 
to be in mutual influence; then, the flux condition becomes. 

-K, — {x, ?,, t) = 
dYi 

-Kc — (x, f,,t) 
dYc 

AaSTi 

1 — e, 1 — ei+1 + — + 
•(Tt{x,Y„t)-Tb). (9) 

C/+1 1 + / * 

The temperature condition (Eq. (8)) remains unchanged. The 
configuration factor^,, is between the bottom and the top of the 
cell; it is calculated using the D.A.R.C. code (Mavroukalis et 
al., 1996). The calculations are similar for the conditions at the 
interface between core and layer i + 1. 

1.3 Boundary Conditions on the Faces of the Plate. The 
plate is subjected on both sides to fluid flows of different veloci
ties and temperatures (which is the case in certain parts of 
combustion chambers, for example). Both radiative and con-
vective exchanges on the plate faces are considered. This leads 
to the following boundary condition for the layer 1 in contact 
with the fluid): 
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BT 
•K, — - ( x , 0, t) 

dY, 
A(jc)(r/-r,(jr,o,o) 

V x € [0, L], (10) 

the expression being formally identical for the last layer. The 
coefficient h(x) splits up into a radiative term and a convective 
term: 

h(x) = 
4aT} 1 

I + i - 1 
+ K(x). (11) 

The radiative term is calculated assuming that the fluid and 
the layer 1 are in total influence, that both are gray bodies and 
that the considered temperature range allows the linearization 
of the radiative exchanges. As for the cells, this last hypothesis 
is verified through preliminary calculations. 

For the estimation of the convective term, the flow is sup
posed to be parallel to the face plane, and to develop from a 
leading edge located upstream of the plate. The exchanges are 
then characterized by the evolution of the Nusselt number with 
x. Two cases are considered: laminar flow and turbulent flow. 
Simple flat-plate correlations are used in both cases (Cousteix, 
1989a, b; Taine and Petit, 1989). Here they are expressed in 
the coordinate system (X-axis) whose origin is located at the 
leading edge. For laminar or turbulent flows with heat exchange 
only along the plate side (area before the plate thermally insu
lated), 

Nu(X) = 

Nu(X) = 

(1 - ( X 0 / X ) 3 / 4 ) ' 

0.324 Re£5Pr"3 

— (laminar case) (12) 

( i - ( x 0 / x r i u ) ' 
(turbulent case). (13) 

The beginning of the plate on the X-axis is X0. In both cases, 
the fluid properties are calculated for an estimated value of the 
film temperature since they are quasi-constant on the considered 
temperature range. With the relation 

Nu(X) 
hc(X)X 

(14) 

one can easily express hc as a function of X, and then of x. 

1.4 Resolution of the Problem. 

1.4.1 Stationary Case. At this state of the process, heat 
transfer in each layer ; is governed by three equations: 

• the conduction equation and 
• two interface conditions for internal layers (Y: - ?,_,, Yt = 

Yt), one Fourier condition and one interface condition for 
external layers. 

With each layer being described by a rectangular domain, 
two more boundary conditions are necessary (x = 0, x = L). 
At this step of the study, two possibilities are proposed: 

• Uniform homogeneous Neumann condition: 

| r (0, y) = I T (L, y) = 0, V i e [ l , J V ] , 
ox ox 

VFG [f ,•_, ;? , ] . (15) 

• Uniform inhomogeneous Dirichlet condition: 

7,(0, y) = 7HL,y) = Ta, V i e [ l , J V ] . 

V r e [? , - , ; ? ,] . (16) 

Note that ? 0 = 0. 

Let us explain the resolution of the considered system for 
the homogeneous Neumann conditions. Separation of variables 
is used to obtain an analytical approximation of the solution. 
Assuming that 

T,(x, Y,) = £,(x)MYi), (17) 

the conduction equation for layer / leads to two separate prob
lems, one with the variable x and homogeneous boundary condi
tions, and one with the variable F, and inhomogeneous boundary 
conditions. According to Ozisik (1993), the homogeneous 
boundary conditions impose the form of the approximated solu
tion (M order): 

M 

Ti(x, y) « I sin ( £ U ) [ A ; „ e ^ + fl^-V,] (18) 

with 

Pm~T' (19) 

Writing the normalization integral for the interface or bound
ary conditions of all layers leads to a matrix system. In order 
to avoid numerical integration of the inhomogeneous boundary 
conditions on the faces of the multispan, the heat coefficients 
h(x) are approximated on a Ritz-Rayleigh base using a least-
square method: 

h(x) = X hjX1 (20) 

The (A!„, B'm) are the solutions of the 2 X iV X M system, 
which is solved using classical linear algebra methods. 

The case of inhomogeneous Dirichlet boundary conditions is 
solved the same way, calling 

9i(x,y) = Tj(x,y) = T0. (21) 

The problem for 6, becomes homogeneous. The only difference 
is the global form of the solution 

M 

0i(x, y) « X cos {pmx)[A>mep.»Y> + B'me~p^. (22) 

The principle is also extended to other nonuniform inhomoge
neous boundary conditions on the faces of the plate: 

• nonuniform inhomogeneous Dirichlet condition 

T,(x, 0) = rimposed(jc) Vx e [0; L] , (23) 

• nonuniform inhomogeneous Neumann condition 

-ki—1 (x, 0) = împosedU) Vx e [0; L]. (24) 
ay 

As above, the boundary conditions are approximated on a Ritz-
Rayleigh basis and included in the matrix system once normal
ized. 

1.4.2 Time-Dependent Solution. Let us assume that 

' / = 0 =» Ti(x,y,0) = T0 

V(x, Y,) e [0; L] X [y,-_,; Y], V; £ [1, N] 
(25) 

The boundary conditions on the edges of the plate remain the 
same as in the previous paragraph (homogeneous Neumann or 
inhomogeneous Dirichlet conditions). Note that in numerical 
procedure, the T0 of the initial condition is the same as the T0 

of the inhomogeneous Dirichlet conditions. 
The Laplace transform is used to reduce to the stationary 

case. Considering the following variable change: 
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6l(x,y,t) = Ti(x,y,t)-T0. (26) 

The Laplace transform of the heat equation for a layer i becomes 

— f (x, Y, ,s)+~ (x, Y, ,s)=— 0, {x, F,, s). 
dxl dYf aix 

(27) 

Assuming that 

8i(x,Yi,s) = l(x,S)$i(Yi,s), (28) 

and writing the Laplace transform of the boundary conditions, 
one notes that the problem for #,• is formally identical to the 
stationary problem for T, or 6t. s is considered as a parameter 
of the solution, which leads to the following expression in the 
case of Neumann conditions on the edges (same calculations 
for Dirichlet conditions): 

M 

Mx,y, s) « S cos {P^lAW'^ + B'JB-*'-*'] (29) 

with 

*- = V u ) + ^ (30) 

The Laplace transform of the temperature #,• is then calculated 
as for T, or 6, (truncation of the development, normalization of 
the boundary conditions on the faces and algebraic resolution 
of the obtained system), for any value of s. 

The Stehfest algorithm (1970), suggested by Houlbert 
(1992), is used to transpose the solution in space-time coordi
nates. 

1.4.3 Computational Values. Tests were conducted to es
timate the optimal values for parameters such as M, J or the 
order of the numerical inverse Laplace transform H. Stationary 
and time-dependent temperature fields are calculated for two 
or three-span plates, with constituents of various isotropic or 
orthotropic conductions. Contact conductances were inserted 
between the layers, and the different boundary conditions com
binations on (x = 0, x = L) and (y = 0, y = yN) are tested. 

Convergence value for J: For J = 3, the error between 
hc(x) and its approximation is always under 0.05 percent for 
the different correlations used (laminar and turbulent flows with 
velocity in the [0; 25 m/s] range, without adiabatic conditions 
before the plate). A 0.05 percent variation on an hc(x) correla
tion giving rise to negligible variations on temperature field 
results, an order 3 for hc(x), is considered to be sufficient. 
For plate with adiabatic conditions before the plate, J = 5 is 
recommended. Note that, for this case, hc(x) is supposed to 
take infinite values for X = 0. That is why it is rather difficult 
to estimate the error made for low values of X\ but choosing 
an approximated finite value for hc(X = 0) leads to errors below 
five percent for the rest of the curve. 

Convergence value for M: In most cases (stationary and 
time-dependent, two-span and three-span, nature of the materi
als, etc.), and for most of the boundary conditions on the faces, 
the difference between solutions for M = 8 and M = 9 is less 
than 5 X 10~3oC in absolute value. This error value is consid
ered to be small enough when compared to the temperature 
range of the study. Thus M = 9 is recommended. Nevertheless, 
some precautions had to be taken for cases coupling severe 
variations of the boundary conditions on the face with adiabatic 
conditions on the side. Discontinuity in the temperature gradient 
along x may occur and lead to typical "corner divergence" 
problems. When this happens, M should be drastically raised 
in order to reach for convergence. This can be the case for a 
composite plate including insulating materials (polyaramid, for 

Table 1 Calculation parameter for the one-span/two-span 
test 

Geometry L = 2x 10"' m; e, = 2 X 10~2 m; 
e2 = 2 X 1CT2 m 

Thermophysical properties fc, = 200 W/mK; k2 = 200 W/mK 

Interface conditions T2o= = 100°C 

Boundary conditions h,(x) = 217.8 - 189.3* + 1207.5X3 

W/m2K, Tfl = 20°C 
h2(x) = 149.6 - 27.9* + 76.8x3 

W/m2K, Tp = 100°C 

instance) with adiabatic conditions on the sides, and hc{x) cal
culated using Eq. (13). 

Convergence value for H: A value of H = 16 is used. 
Stehfest (1970) recommends H - 18, but, in the present case, 
this higher value does not bring significant improvements. Note 
that numerical inverse Laplace transform gives satisfying results 
for damped systems periodically oscillating with time, but di
verges for undamped ones. The inverse Laplace transform nu
merical algorithm does not converge until a minimum value of 
rmin is reached. This limit depends on the thermophysical proper
ties of the components, and ranges from 0.01 s for thin conduc
tive plates to 1 s for very insulating plates. 

CPU times are negligible for the stationary case and below 
a few seconds for the time-dependent case (PC 486 system). 

1.4.4 Numerical Validation. A numerical validation is 
also carried out. In a first step, the equivalence between one-
span and multispan plates is checked. The temperature fields of 
simple plates of given characteristics are computed and com
pared with the temperature fields of two-spans plates of the 
same global characteristics, for various boundary conditions. 
The value of the thermal contact resistance between the two 
spans is R = 10 "7 m2 K/W. If this value were exactly zero, 
the mathematical expression of the one-span and the two-span 
solutions would be the same and the test would not have any 
meaning. As an example, the results of the test are given for a 
one-span plate of global thickness equal to 0.04 m, with adia
batic conditions for* = 0 andx = L, and subjected to convective 
exchanges on both faces. The characteristics of the two-spans 
equivalent plate and the expression of the h(x) are given in 
Table 1. Figure 3 shows the temperature field of the two-spans 
solution. The difference between the one-span and two-span 
solutions is given on Fig. 4. This difference is below 1.5 X 
10 ~3 K, and is only generated by the introduction of the thermal 
contact resistance in the two-span calculation. For the other 
tested configurations the results are similar. 

In a second step, the stationary solutions are compared with 
transient solutions for "infinite" time, for various materials 
(two-spans plates, sandwich materials) and various boundary 
conditions. Local divergences are observed at the corners or at 
the interface areas (forx « 0 or x « L, with Dirichlet conditions 
on the edges), but remain below 0.6°C for a temperature gradi
ent above 100°C across the layers, and can be classified in the 
"typical corners problem." 

The model is also compared with a numerical code using 
finite difference, developed at the ONERA/DMAE by Reulet 
(Reulet, 1997). This code calculates a stationary temperature 
field for two-dimensional rectangular multispan plates with any 
kind of boundary conditions on the faces, and Neumann or 
Dirichlet conditions on the side. It does not take thermal contact 
resistance into account. The test case is a two-span plate with 
adiabatic conditions on the sides, convective exchanges on the 
face v = 0, and Dirichlet conditions for the other face; the 
conductivity of the layer 2 is about 90 times greater than the 
conductivity of the layer 1. The convective exchange coefficient 
also presents a steeply slope for x near 0. Table 2 sums up the 
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Fig. 3 Two-spans solution of the one-span/two-spans test 
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Fig. 4 Temperature difference between one-span and two-spans solutions-
span/two-spans test 

characteristics of the calculation. M is taken equal to 30 for the 
analytical calculation; a 4000 mesh discretization (101 nodes 
along the jc-axis, and 41 nodes along the y-axis) is used for the 
numerical calculation. A very low thermal contact resistance is 
used to simulate perfect contact for the analytical model (R = 
10~8 m2K/W). The results of the computation are detailed by 
Murer (1998). The comparison is excellent; the difference re-

Table 2 Calculation parameters for the transient sandwich 
plate calculation 

Geometry 

Thermophysical properties of 
the facings 

Thermophysical properties of 
the core 

Interface conditions 
Initial conditions 
Boundary conditions 

L = 0.2 ra; et = 0.6 mm; ec = 19 
mm; e2 = 0.8 mm 

Aluminum: kcx = 204 W/mK; kly 
= 204 W/mK; a,. = 8.41 X 10-
5 m2/s 

k„ = 2.77 W/mK; kcy = 2 W/mK; 
ac = 9.09 X 10-5 m2/s 

G, = Gc = 2000 W/m2K 
Initial temperature: To = 323.15 K 
Adiabatic conditions on x = 0 and 

x = L; hci{x) = 217.8 - 189.3* 
+ 1207.5*3; 7> = 283.15 K; 
hjjc) = 149.6 - 27.9* + 
76.8x!; Tn = 373.15 K. 

mains below 0.15 X 10~2 K, and is mainly caused by the 
residual oscillations of the trigonometric expansion of the ana
lytical solution. For higher values of M (M = 50, for instance), 
these oscillations would almost disappear. 

As an example, Fig. 5 gives three steps of the transient evolu
tion of the temperature field for a sandwich plate (layer 1: 
aluminum—core: aluminum honeycomb—layer 2: aluminum} 
subjected to parietal flow on both faces. The calculation parame
ters are given in Table 2. 

2 Validation Experiments 
Validation experiments are carried out to check the validity 

of the model for some configurations. In a first step, this valida
tion is limited to the stationary case. The implementation of a 
"real" situation on the model relies on the precise knowledge 
of a certain number of parameters: 

• the thermal characteristics of nonhomogeneous materials, 
such as honeycomb: most of the time only global values are 
given (only one conductivity in one direction, etc.), which 
is not enough to validate the reduced descriptions; 

• the contact conductances for plane contact between various 
materials (metal/metal, or composites /metal, etc.), in the 
considered temperature range; 
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Fig. 5 Evolution of temperature field (°C) across an aluminum-aluminum honecomb-alumi-
num sandwich 

• the estimation of convective exchanges on the plate faces; Some of them are estimated through preliminary experiments 
and (convective exchanges). Literature review, approximations or re-

• the exact boundary conditions imposed in the experimental duced models are used to determine the others. That is why this 
set-up. validation phase only aims to give trends. In a second step, these 
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Fig. 6 First experiment: model geometry and dimensions 

trends could lead to the refinement of weak points of the global 
model, and to the definition of more elaborated validation processes. 

Two configurations are studied: a two-span plate with con-
vective exchanges generated by a flow in a wind tunnel and a 
sandwich plate in an industrial set-up bench. 

2.1 First Experiment. 

2.7.7 Experimental Set-up. A profiled model containing a 
plexiglas-aluminum two-spans plate is placed inside a wind 
tunnel ring. The characteristics of its test section are 0.69 m 
length, 0.45 X 0.45 m2 cross section. Velocities range from 2.5 
m/s to 25 m/s. 

The configuration and the dimensions of the profiled model 
are given in Fig. 6. The plate is 0.17 m X 0.014 m X 0.16 m; 
each span is 0.07 m thick; its bottom face temperature is regu
lated using a heating silicon fabric coupled with a regulation 
system. A copper plate of 0.005 m thickness is inserted between 
the silicon fabric and the plate, to reduce possible inhomogene-
ity of the heating flux. Thermocouples located in the plate, at 
the interface with the copper, give the temperature information 
for the regulation. 

The aerodynamic parts of the model (leading edge, trailing 
edge, etc.) are made of aluminum; the plate is inserted in a 
Teflon block, in order to simulate adiabatic conditions on the 
sides. Particular attention is paid to make the plate, the Teflon 
and the leading edge flush. 

2.7.2 Identification of Convective Exchanges. The con-
vective heat transfer coefficients proposed in paragraph 1.3 are 
given for a flow developing over a theoretical flat plate. Our 
experimental set-up is slightly different, because the profiled 
model approaches a flat plate. Velocimetry measurements are 
then carried out, in order to identify the nature of the flow 
(global flow, boundary layer). These results are then correlated 
with a theoretical flat plate solution, whose associated Nusselt-
Reynolds correlation leads to hc(x). The flow chart given in Fig. 
7 sums up the processes, which is repeated for three different 
velocities: 4 m/s, 15 m/s and 23 m/s. The tested plate is heated 
(T(x, y = 0) = 50°C). 

A TSI two-dimensional fringe laser anemometer coupled to 
a 4W Argon laser is used to perform the measurements of the 
components w(^-direction) and v(y-direction) of the instanta
neous velocity, and the calculation of the turbulence intensity, 
for different mean velocities. The air is seeded with incense 
particles. Thermocouples check the flow temperature. 

For each mean velocity, two sets of measurements were per
formed: 

• a global exploration of the upper part of the flow along the 
model, to check the uniformity of the flow in the test section 
and to estimate the thickness of the boundary layer; and 

• an exploration of the boundary layer with 20 velocity pro
files regularly distributed from the leading edge of the model 
to the end of the tested plate, the measurement grid is ad
justed according to the estimated thickness of the boundary 
layer. 

The experimental profiles and the evolution of the boundary 
layer thickness are then compared to the classical laminar and 
turbulent theories (Cousteix, 1989a, b) for flat plates. The lead-

"Htl'i' <M£ •-"** 

precise velocity measurement in the boundary layer 

, : • : • : ! 

5, 

comparison and correlation with 
theoretical flat plane solution : 

(y) „—~—~* 

an equivalent 

correlated (X) 

**'t xpetmwntat\ • A / 

—1 

(X) \mmm%!*•( Nusselt(X) yhmu ^ 

Fig. 7 Methodology of the convective exchange coefficient identifica
tion 

ing edge abscissa of an equivalent theoretical flat plane is then 
chosen in order to match theoretical and experimental results 
over the model. Knowing this theoretical equivalent solution, 
it is possible to calculate Nu(x) and h,.(x). More details are 
given in reference Murer (1998). 

Two main error sources were found: the first is the LDV 
system measurement error, which is under one percent of the 
measured mean velocity. The second is the wind tunnel mean 
velocity drifting (mostly caused by the engine heating during 
the experiment), which was estimated to be ±0.1 m/s. A short 
calculation shows that the maximum error on Uf leads to a ±0.3 
percent maximum error on hc(x) (the error on the boundary 
layer thickness being less significant). Such a variation was 
incorporated in the model implemented with the studied con
figuration, and led to temperature variations which are negligi
ble when compared with the temperature measurement errors 
(see below). 

2.1.3 Infrared Thermography Measurement. The temper
ature field of the plate upper face was measured with an infrared 
camera (AGEMA 880 LWB) looking through a ZnS window; 
the observed scenery includes the whole face (see Fig. 8). 
Thermocouples were placed inside the plate and in the air flow, 
and complete the temperature measurement in the system. The 
ThIR measurement errors were the signal noise (about ±0.1°C 
for the used camera) and the different corrections made inside 
the acquisition process (air and wind tunnel wall absorption, 
etc.); the global error is estimated to be under 0.6°C (±0.3°C). 
The maximum error for thermocouples (after an in situ calibra
tion) being under 0.5°C, the total error was taken to be approxi
mately ±0.5°C. 

In a first step, the stationary case is studied: the bottom face 
of the plate is temperature regulated and the upper face is sub
mitted to the flow. Once the stationary state is reached, 4000 
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Fig. 9 Maximum difference between mode and experimental parietal 
temperature: first experiment 

Fig. 8 ThIR visualization: first experiment 

instantaneous images are taken, at a frequency of 60 Hz, and 
then averaged. 

Preliminary tests are conducted to check the uniformity of 
the temperature regulation and of interface conditions between 
the two layers. The tests are also used to check the realization 
of the adiabatic conditions at x = 0 and L. Infrared measure
ments of the surface temperature for the Teflon insulating blocks 
upstream and downstream of the plate can lead to an estimate 
of the heat flux in the x-direction for x = 0 and x = L (see Fig. 
8). This flux is compared to the theoretical flux exchanged in 
the y -direction. The results are very satisfactory for the metallic 
layer, and acceptable for plexiglas layers (flux in the x-direction 
below 20 percent of the flux in the y-direction). 

2.1.4 Comparison Between Model and Experiment. The 
stationary model is implemented with the description of the 
different experimental configurations (adiabatic boundary con
ditions at x = 0 and x = L, bottom face temperature and air 
temperature). J is taken equal to 3 and M to 9. Six different 
mean velocity (4, 10, 14, 18, 20 and 22 m/s) and two bottom-
face temperature ( r , ( x , y = 0) = 50 and 65°C) combinations 
are tested. The Reynolds number of the mean flow ranges from 
5.2 X 104 to about 3 X 105 (taking the distance between the 
leading edge and the beginning of the plate as the characteristic 
length). The interface thermal conductance is estimated from 
the literature (G = 500 mK/W). The radiative exchanges be
tween the plate upper face and its environment are estimated 
using Eq. (10). Analytical and experimental results are then 
compared on two points: 

• evolution of the upper face temperature: T2(x, y = y2), x 
e [0; L], The experimental temperature fields are averaged 
in the z-direction. 

• temperature measured with thermocouples inside the two-
span plate. 

For the two temperature orders (50 and 65°C), the difference 
between analytical and experimental wall temperatures is below 
1.7°C (see Fig. 9) , and the theoretical trends are close to the 
experimental ones. As an example, Fig. 10 presents the parietal 
temperature field and the comparison between the analytic cal
culation and the mean evolution of this temperature with x, for 
Uf= 4 m/s and T(x, y = 0) = 65°C. Figure 11 shows another 
case (Uf = 18 m/s and T(x, y = 0) = 50°C). A parametric 
study reveals that 

• the main cause of the difference between theory and experi
ment is an underestimation of the thermal contact resistance: 
a value of G equal to 50 mK/W reduces the mean error to 
about 0.2°C for "low" mean velocities (Uf < 14 m/s), 
which is below the experimental error. 

parietal temperature field (°C) 

K-

iif p ' , 

iiitiiiiMiiiii I I 
0.12 014 016 

147.5 

146.5 

x(m) 

parietal temperature evolution 

0.15 
x(m) 

Fig. 10 Experimental and theoretical parietal temperature evolution for 
the two-span plate (U, = 4 m/s, T{x, y) = 65°C) 

• the convective coefficient is probably underestimated for 
"high" values of the velocity (Uf > 18 m/s). Note that the 
agreement is particularly satisfying for totally laminar flow 
(Uf= 4 m/s). 

Other cases are tested, for higher bottom temperature (T(x, 
y ~ 0) = 75°C and 85°C). Thermomechanical phenomena 
(plexiglas plate buckling) dramatically modify the interface 
condition between the two span, which becomes rather difficult 
to estimate. But for "low" speed, the comparison between 
theory and experiment still gives encouraging results. Figure 
12 gives an example for Uf = 14 m/s and T(x, y = 0) = 85°C. 

2.1.5 Conclusion. The result of the first experimental vali
dation is satisfying: for isotropic materials with known proper
ties in a clearly identified environment (controlled boundary 
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Fig. 12 Experimental and theoretical parietal temperature evolution for 
the two-span plate {U, = 14 m/s, T(x, y = 0) = 85°C) 
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conditions), the agreement between model results and experi
ment is below 1.7°C. A parametric study also shows which 
parameters could explain the discrepancy (G, hc), which falls 
below the experimental error once they are corrected. 

2.2 Second Experiment. 

2.2.1 Experimental set-up. The second experiment uses a 
bench-scale reproduction of an industrial configuration (com
bustion chamber). Figure 13 depicts the experimental configu
ration: an aluminum sandwich plate (length 0.455 m, width 0.16 
m, thickness 0.0204 m) was submitted to an air flow parallel to 
the plate upper face. The flow is confined in a tunnel of rectan
gular cross section (0.16 X 0.05 m2). A ZnS window on the 
side facing the sandwich allows ThIR measurements of the 
scenery for 0.15 =s x =s 0.325. The bottom face of the plate is 
temperature regulated by a system including a copper plate with 
heating cartridges and thermocouples located at the copper/ 
sandwich interface. A heater located upstream of the test section 
allows flow temperatures varying from the ambient temperature 
to 150°C, depending on the flow mean velocity. A more detailed 
description of the experimental set-up is given in the thesis of 

Table 3 calculation parameter for sandwich plate calcula
tion (validation experiment) 

Geometry 

Thermophysical properties 
of the facings 

Thermophysical properties 
of the core 

Interface conditions 
Boundary conditions 

L = 0.47 m; e, = 0.8 mm; ec = 19 
mm; e2 = 0.6 mm 

Duralumin: kcx = 164 W/mK; kcy = 
164 W/mK 

Aluminum honeycomb: kcx = 0.4 W/ 
mK; kcy = 0.4 W/mK 

G,^ = G-.2 = 1150W/m2K 
Adiabatic conditions on x = 0 and x 

= L 
hc(x) = 719 - 839.5* - 5786.2x2 + 

24326X3 - 24088*4 

T(x, y = 0) = T0 (temperature 
regulation order) 

Dumoulin (1994). Thermocouples placed in the sandwich and 
in the flow complete the ThIR measurement. The errors on 
temperature measurement are similar to the previous experi
ment. 

The flow characteristics (mean velocity and different velocity 
profiles in the tunnel) are measured upstream of the test section 
using hot wire and hot film systems. The errors (about 0.1 m/ 
s) are not significant considering the high turbulence level in 
the flow. 

2.2.2 Estimation of the Experimental Parameters. The 
thermophysical characteristics of the sandwich plate are 
summed up in Table 3. The conductivities of the aluminum 
honeycomb core are estimated using Houlbert's (1992) results. 
The thermal contact conductances between the core and the 
facings are also extracted from the Houlbert results. 

It is rather delicate to precisely define the boundary condi
tions on the sides of the plate: one side is in contact with an 
insulating ceramic, and the other is in contact with air. We 
admit that these conditions are not exactly adiabatic, because 
of the low thermal conductivity of the sandwich along the x-
axis. Convective coefficients has been experimentally deter
mined by Dumoulin (1994) for various fluid temperatures and 
velocities on the same experimental configuration; his results 
are used to approximate hc(x); J = 4 is enough to guarantee a 
precision of five percent. The convective exchange coefficient 
used for the presented calculation is also given in Table 3. 

2.2.3 Comparison Between Experiment and Model: Con
clusion. The stationary model is implemented with the param
eters set. The calculations are compared to the wall temperature 
field measured on the ThIR scenery for two different bottom 
temperature order (120 and 150°C) and one mean flow velocity 
(Uf = 205 m/s); the Reynolds number related to the length of 
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Fig. 14 Experimental and theoretical parietal temperature evolution for 
the aluminum sandwich plate {U, = 205 m/s, t(x, y = 0) = 120°C) 
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the tested plate is about 6.36 X 106. As for the previous experi
ment, the experimental parietal temperature is averaged along 
the z-axis. Figure 14 presents the theoretical and experimental 
curves for T(x, y = 0) = 120°C and a flow temperature equal 
to 18°C. The difference between the calculations and the experi
mental results is about 5°C; and the trends (evolution with x) 
are similar. Following a parametric study, it is shown that the 
discrepancy is probably due to a coupled overestimation of the 
contact resistance and of the exchange coefficient. The same 
conclusions apply to the other tested case (T(x, y = 0) = 
150°C). Even though the industrial set-up is producing an im
perfect simulation of a Neumann condition on the edges, the 
experimental validation is considered to be very satisfactory. 

3 Conclusions and Perspectives 
A model describing two-dimensional time-dependent heat 

transfer in multispan or sandwich flat plates with inhomoge-
neous boundary conditions on the faces was developed. The 
different components are either isotropic or orthotropic for con
duction; particular attention is paid to the reduction of different 
heat transfer modes in light cores (honeycomb). Contact con
ductances allow taking interface phenomena into account. Con-
vective and radiative exchanges on the plate face are described 
using nonuniform inhomogeneous boundary conditions. Sta
tionary solutions are developed on trigonometric and exponen
tial function bases. Time-dependent cases are solved using the 
same principle and the properties of the Laplace transform. The 
CPU time on a PC system is negligible. Various tests show the 
validity of the model. 

Validation experiments were carried out in different wind 
tunnels, and demonstrate satisfying agreement with the model 
trends for simple configurations (two-span plates and aluminum 
sandwich with convective exchanges on one face). 

The study should be continued in the following perspectives: 

• The analytical model should be developed to include time-
dependent boundary conditions on the faces and nonuniform 
interface conductances; the superposition method should 
lead to a three-dimensional model with inhomogeneous 
boundary conditions on all faces. 

• Other cases should be experimentally treated in order to 
improve the validation of the model. Thus, an experiment 
similar to the first presented in the present paper should 
be conducted with honeycomb sandwich plates. Moreover, 
experimental characterization of honeycomb cores should be 
carried out (comparative study of conduction and radiative 
exchanges in the cells). 

• Finally, an experiment should be developed in order to vali
date the transient part of the model. 
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An Analytical Model for 
Turbulent Compression-Driven 
Heat Transfer 
Compression-driven heat transfer is important to the performance of many reciprocat
ing energy-conversion machines. For small pressure variations in cylinder spaces 
without inflow, heat transfer and power losses are well predicted using a simple heat 
transfer model which neglects turbulence. In actual engine cylinders, where signifi
cant turbulence levels can be generated by high-velocity inflow, a model which 
neglects turbulence may not be adequate. In this paper, a heat transfer model having 
an analytical solution is developed for turbulent cylinder spaces based on a mixing 
length turbulence model. The model is then used to develop expressions for heat-
transfer-related power loss and heat transfer coefficient. Predicted results compare 
favorably with experimental data for two in-flow configurations. 

Introduction 

Compression-driven heat transfer is important to the perfor
mance of many reciprocating energy-conversion machines. It is 
particularly important to the performance of Stirling machines. 
Heat transfer in cylinder spaces takes place under conditions 
of oscillating pressure and oscillating flow. While under some 
operating conditions the heat transfer may be calculated from 
quasi-steady models such as Newton's Law of Cooling, there 
are many conditions for which this approach is inadequate. 

Experimental work performed on closed piston-cylinder gas 
springs has shown that, for high nondimensional speeds, gas-
wall heat transfer leads to gas-wall temperature differences of 
up to 45 deg. A theoretical model was proposed by Lee (1983) 
in which the heat transfer phase-shift was predicted through the 
use of a complex heat transfer coefficient. For a nearly sinusoi
dal temperature variation, a complex-valued heat transfer coef
ficient suggests that in addition to being proportional to the 
gas-wall temperature difference (as in quasi-steady models), 
compression-driven heat transfer has a component proportional 
to the rate at which the gas-wall temperature difference is chang
ing. The relationship between the standard heat transfer coeffi
cient and the complex heat transfer coefficient is analogous to 
that of resistance and complex impedance in circuit theory. 

The complex heat transfer coefficient and heat-transfer-re
lated power loss in closed gas springs can be well predicted by 
a theory which neglects turbulence. In actual engine cylinders, 
where significant turbulence levels may be generated by high 
velocity inflows, a model that neglects turbulence may not be 
adequate. 

Gedeon (1989) and Kornhauser (1992) have proposed mod
els for compression-driven heat transfer with inflow-generated 
turbulence. Existing models were unable to predict experimen
tally observed variations in the magnitude and phase of the heat 
transfer for different inlet conditions, indicating weaknesses in 
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the models. The currently proposed model generalizes the mod
els of Gedeon (1989) and Lee (1983) in an attempt to better 
predict the observed experimental trends. 

Background 
In an effort to present a theoretical basis for heat transfer 

related losses in gas springs, Lee (1983) modeled heat transfer 
for small-amplitude pressure fluctuation of an ideal gas in a 
one-dimensional geometry without turbulence. Lee solved the 
energy equation using a complex variable technique and ob
tained an expression for the heat-transfer-related power loss 
which agreed well with experimental results. 

Lee's heat transfer model has been used to predict gas spring 
performance (Kornhauser, 1994; Kornhauser and Smith, 1993), 
to model hysteresis losses in Stirling engine codes (Huang, 
1990), and to predict the performance of Stirling coolers (Wang 
and Smith, 1990). The model, however, was developed and 
tested for cylinder spaces without inflow or outflow. There is 
doubt as to its applicability to spaces with inflow-generated 
turbulence. 

Gedeon (1989) modified Lee's analysis in an attempt to pre
dict the effects of inflow-produced turbulence. Rather than using 
the molecular thermal diffusivity in the one-dimensional energy 
equation, he used a turbulent thermal diffusivity increasing lin
early from the molecular value at the wall to some maximum 
value at the centerline of the space. The turbulent diffusivity 
was assumed to be constant in time, and its development was 
based on data for steady pipe flow and a simplistic turbulence 
model. Gedeon's analysis showed much greater heat transfer 
magnitudes and much smaller heat transfer phase shifts than 
Lee's. For typical Stirling engine conditions, the phase shift 
was negligible. 

Kornhauser (1992) accounted for the effects of inflow-pro
duced turbulence by extending a model developed by Pfriem 
(1943). Pfriem developed a model for compression-driven heat 
transfer much like those of Lee and Gedeon, but accounted for 
turbulence by setting the thermal diffusivity at the molecular 
level in a thin boundary layer and at infinity in a turbulent core. 
The temperature in the turbulent core was then uniform spatially 
but varied periodically in time. Kornhauser evaluated the bound-
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ary layer thickness based on steady flow heat transfer data for 
cylinder wakes. His analysis showed the same trends as Ged
eon's, but with smaller heat transfer magnitude and larger heat 
transfer phase shift. By manipulating constants in the two mod
els they could be made to give similar results. 

The models of both Gedeon and Kornhauser were unable 
to predict experimentally observed variations in heat transfer 
magnitude and phase shift for different inlet conditions and both 
models predicted a much smaller phase shift than was observed 
experimentally. The currently proposed model extends Ged
eon's model in order to rectify some of these weaknesses. 

Gedeon's model describes the limiting case of a fully turbu
lent cylinder space. Experiments indicated that for nondimen-
sional parameter ranges typical of Stirling machines, the heat 
transfer phase-shift was much larger than that indicated by the 
fully turbulent model. The current model attempts to generalize 
Gedeon's model so that it includes moderate and weak turbu
lence levels. The laminar and fully turbulent models then be
come limiting cases of the general model. 

Heat Transfer Model 
The heat transfer model considers the compression and 

expansion of an ideal gas between parallel walls. The energy 
equation, in nondimensional form, is given as (Cantelmi, 1995) 

dT 

dt ' 

1 d 

2P2 dy 
1 + ^ 

dy] 
1 dP 

dt 
(1) 

for small pressure fluctuations. A sketch of the geometry is 
given in Fig. 1. The boundary conditions are that the wall tem
perature is held constant and that the solution is symmetric 
about the midplane, namely 

r ( 0 , t) = 1 

dT 

dy 
( 1 , 0 = 0. (2) 

The problem is driven by the pressure variation 

Fig. 1 Geometry 

P = 1 + PA exp(j» 

where PA < 1. 
The parameter /3 is defined as 

(3) 

(4) 

For actual engine spaces (3 is generally much larger than one, 
indicating that the thermal boundary layer thickness is much 
less than the hydraulic radius. 

The spatial variation of the effective turbulent thermal diffu-
sivity may be modeled by solving a simplified turbulence model 
such as that proposed by Gedeon (1989). The spatial variation 
of the diffusivity will be assumed to be of the form 

— = t)Py. 
a 

(5) 

The modeling of the eddy diffusivity is described in the Appen
dix. 

Substituting the above expressions into the energy equation 
yields 

dT 

dt ' 

1 d 

2/32 dy I 
(1 + V0y) 

dT 

dy + 
y - 1 dP 

y dt 
(6) 

The long-time periodic solution of this differential equation is 
assumed to be of the form 

T=\ +PA^^-(\ -f(y))exp(it). (7) 

Substituting into the energy equation yields 

Nomenclature 

ACYL = cylinder cross-sectional area 
AINLET = inlet area 

cP = specific heat at constant pres
sure 

C = empirical constant 
DH = hydraulic diameter = ArH 

F = parameter defined in text, a 
function of r\ 

h = heat transfer coefficient, = k 
Nua/Dff, W/m2 K 

i = \ ^ 1 
k = molecular thermal conductivity, 

turbulent kinetic energy per unit 
mass in the Appendix 

LM = Prandtl mixing length = Ky * 
Nuc = complex Nusselt number = Nus 

+ i Nu, 
P = nondimensional pressure, 

P*/P0 
P0 = dimensional mean pressure, 

N/m2 

P[ = dimensional pressure ampli
tude, N/m2 

PA = nondimensional pressure fluc
tuation amplitude, P\IPQ 

Pr = Prandtl number = via 
Pr, = turbulent Prandtl number 
q" = heat flux rate, W/m2 

R = ideal gas constant 
ReIN = inlet Reynolds number = 

umDH/v 
rH = distance from wall to midplane 

(model), hydraulic radius = vol
ume/surface area (experiment), 
m 

T = nondimensional temperature, 
T*/T0 

TB = nondimensional bulk tempera

ture, T$IT0 

T0 = dimensional wall temperature, K 
t = nondimensional time, ut* 

um = maximum inlet velocity, m/s 
v = nondimensional specific volume, 

v*/v0 

Do = dimensional mean specific vol
ume = RTJPa, m3/kg 

y = nondimensional distance from 
wall, y*lrH 

a = molecular thermal diffusivity = 
k/p0Cp, m2/s 

p = ratio of hydraulic radius to the lami
nar thermal boundary layer thick
ness = rHl8L 

y = specific heat ratio 
bL = laminar thermal boundary layer 

thickness = (2alu>)in, m 
eH = eddy diffusivity for heat transfer = 

arjfiy, m2/s 
eM = eddy diffusivity for momentum 

transfer, m2/s 
8 = parameter defined in text, a function 

of 77 
77 = model parameter = 

C*(ACYL/A,NLET)*/? 
K = von Karman constant «* 0.41 
4> = complex Nusselt number phase 
u) = angular frequency, rad/s 

Asterisks denote dimensional 
quantities. 

Subscripts 
0 = Reference or mean 
1 = Amplitude 

618 / Vol. 120, AUGUST 1998 Transactions of the ASME 

Downloaded 10 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



(1 + rj0y)f" + rjpf' - (1 + i)202f = 0. (8) 

Making the variable substitution 

z = 64\ + T)0y where 6 = (1 + i) - (9) 
•n 

yields a modified Bessel equation of order zero, namely 

f" + -f'-f=0 

having the solution 

f = c,/o(0Vl +V/3y) + CjJWWl + T}0y). (11) 

For actual engine cylinder spaces, 0 is generally large (Korn-
hauser et al., 1994). For the special cases when 0 > 77, the 
solution displays an exponential-like decay to the centerline 
temperature. For such limiting solutions, c{ can be taken to be 
zero and the final solution becomes simply 

T(y, 0 

1 + PAi^(^^JjM)expUt). (12) 

The form of the current temperature profile is similar in form 
to the result obtained by Lee (1983) for the fully laminar case 
which, when approximated for 0 > 1, is given as 

T(y, 0 

= 1 + PA?-^-(l - e x p ( - ( l + i)0y))exp(it). (13) 
7 

The temperature profile can now be used to determine expres
sions for complex Nusselt number and heat-transfer-related 
power losses for turbulent cylinder spaces. 

Complex Nusselt Number 

The use of a complex Nusselt number was first proposed 
by Pfriem (1943). It has been used effectively for predicting 
compression-driven heat transfer without inflow (Kornhauser 
and Smith, 1994). When the wall-bulk gas temperature differ
ence varies sinusoidally, the complex Nusselt number can be 
used to formulate an expression for the heat flux rate from the 
cylinder as follows: 

4" = hT, 

where 

(1 - TB) + tan <£ - ( 1 - TB) 
at 

Nu„ k , , Nu; 

and tan d> = 
D„ NuK 

(14) 

(15) 

For quasi-steady heat transfer or if the phase of the complex 
Nusselt number is zero, the above expression reduces to New
ton's Law of Cooling. 

The complex Nusselt number based on the current model 
is formed by dividing the complex heat flux by the complex 
temperature difference. In terms of the current nondimensional 
variables the expression becomes 

Nu( 
_ HCDH _ 40,7X0, t) 

k TB(t) - 1 
(16) 

where the bulk temperature is defined as 

TB(t) = f T(y, t)dy. 
Jo 

(17) 

For the current model, the derivative of the temperature profile 
at the wall is 

3,7X0,0 = d + 0 ^ 
y - 1 

F(77)exp(«0 (18) 

(10) where F(r?) is defined as 

F(v) 
Kt(9) 

K0(6) 

The expression for the bulk temperature becomes 

TB(t) 

7 - 1 

(19) 

1 + PA 
y 

1 -
(1 + 0/3 

F(V) exp((0 (20) 

where transcendentally small terms have been neglected. Noting 
that for /3 > 77, ft > F(r]) also, the expression for the complex 
Nusselt number then becomes, to leading order, 

Nuc = 4 ( l + i)pF(r)) 

= 4(3[(FR-Fl) + i(FR + F,)]. (21) 

It is interesting to note that this expression is very similar in 
form to the result obtained by Pfriem (1943) and Lee (1983) 
for the fully laminar case with 0 > 1, viz. 

Nuc = 4(1 + i)0. (22) 

Thus the effect of the turbulent diffusivity is contained in the 
F(r]) factor and the special case F{rj) = 1 corresponds to the 
laminar solution. 

In general, the real and imaginary parts of F(r]) may be 
evaluated in terms of Kelvin functions, viz. 

F(v) 
-te'i(V8/77) + iker^lr)) 

ker0{Jilr)) + ikei0(JH/r]) 
(23) 

where kera and keiQ are Kelvin functions of order zero and ker, 
and kei 1 are Kelvin functions of order one. These functions may 
be evaluated using the polynomial approximations given by 
Abramowitz and Stegun (1965). 

Up until now the only assumptions regarding the magnitude 
of 77 was that 0 > 77. At this point it is convenient to identify 
three separate regions which will be referred to as the fully 
turbulent region, the near-laminar region and the transition re
gion. The fully turbulent region will correspond to solutions for 
which 77 > 1. The near-laminar region will correspond to solu
tions for which 77 <̂  1. Finally, the transition region will refer 
to solutions for which 77 = O ( l ) . 

For the special case of the fully turbulent limit, namely when 
0 > 77 > 1, limiting forms for small values of 9 may be used 
and /^(T?) takes on a somewhat simpler form, namely 

lim F(r)) = FFT(ri) 
1 /i;-»0 

(1 - 0 + 2« 

1 V 
-9 In (6») 

In (T? 4 /64) 
+ O 

In (774/64) 

7T2 

ln2(774/64) 
(24) 

which upon substitution yields 

Nuc,Fr = 4/3(1 + i)Frr(v) = 
8/377 

In (77764) 

In (774/64) 

( 1 - 0 +of— 
ln2(774/64) / 

• (25) 
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The leading order term for the fully turbulent limit corresponds 
to Gedeon's model (1989) . 

For the special case of the near-laminar limit, namely when 
0 > 1 > r), asymptotic expansions for large values of 9 may 
be used and F(rj) again takes on a somewhat simpler form 

lim 
!J->0 

F(v) = FNL(rj) 

••(1 + kn - is??3 
+ 81927? 8192^ + 0(V

6)) 

+ K-h + W~ Werf + Sin5 + 0(v 5)) (26) 

which upon substitution yields 

Nuc,WL = 4/3(1 +i)FNL(v) 

= 4/3(1 + \q - ^ + gflr?4 - ^ + 0(r,6)) 

+ i 4 f 3 ( \ + ^ - ^ + S-2V4 + 0(v6)) (27) 

As rf -» 0, the laminar result is recovered. 
The power series representations for the real and imaginary 

parts of the complex Nusselt number in the near laminar limit 
diverge for rj > 1. It is possible to extend this range by forming 
Pade approximants (Aziz and Na, 1984; Bender and Orszag, 
1978). The [1, 1] Pade approximant for the above expression 

Nuc[l, 1] = 4/3 
1 + W 

1+W 
+ i (28) 

This approximation shows good qualitative agreement with the 
lution well into the transition region. Similarly, the [3 , 2] solution well into 

Pade approximant 

Nuc[3, 2] = 4/3 

1 T 100'/ ^ 3200'/ T 12800' 

i r~26 \ 25 2 
1 + 25̂ 7 + mV 

+ 1 

1 , 25 . 639 2 . 9 

~\ T~25 , 625 2 
1 + M7? + W6V 

(29) 

1000 
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1000 10000 

Fig. 2(a) Real part of Nu„/4/3 
1000 

100 

1000 10000 

Fig. 2(b) Imaginary part of Nuc/4/3 

provides good qualitative agreement with the full result well 
into the fully turbulent region. While other approximants could 
be formed, these approximations are representative. 

Figures 2(a) and 2(b) show plots of the real and imaginary 
parts of Nu c /4 /3 . The asymptotic approximations are compared 
to the exact solution in the transition region evaluated using 
Kelvin functions. As expected, the approximate solutions for 
the near laminar and fully turbulent limits are in good qualitative 
agreement with the exact solution for limiting values of r\. 

Figures 3 and 4 show plots of the magnitude and phase of 
Nu c /4 /3 . Once again, the asymptotic approximations are in good 
agreement with the exact solution for magnitude and phase. As 
the fully turbulent limit is approached the magnitude of the heat 
transfer coefficient becomes quite large relative to the laminar 
limit. In the laminar limit, the heat flux leads the wall-bulk 
temperature difference by 45 deg. As turbulence levels increase 
the phase shift decreases, asymptotically approaching zero. 
Thus, in the fully turbulent limit, the heat flux is nearly in phase 
with the temperature difference and quasi-steady models are 
adequate for representing cylinder heat transfer. 

Heat-Transfer-Related Power Loss 

The heat-transfer-related power loss, sometimes referred to 
as heat transfer hysteresis loss, provides a good global measure 
of a model 's accuracy. It can also be used as a correction to 
Stirling machine performance codes that do not include direct 

modeling of compression-driven heat transfer (Kornhauser et 
al., 1994). Both Lee (1983) and Cooke-Yarborough and Ryden 
(1985) provided expressions for heat-transfer-related power 
loss in cylinder spaces without inflow. 

The power loss can be calculated from (Lee, 1983) 

PoVo 1, „ dv , 
P — dt 

o dt Jo P 
dP 

dt 
dt (30) 

where P and TB refer to the real parts of the pressure and bulk 
temperature, namely 

TB(t) = 1+PA 
7 - 1 1 

2/3 
(FR (31) 

+ F,) cos (t) - PA 
1 1 

J 2/3 
(FR - F,) sin (t) 

and 

P = 1 + PA cos ( 0 - (32) 

Upon integration the expression for power loss becomes, to 
leading order, 
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In previous experimental work (Kornhauser et al., 1994; and 
Cantelmi, 1995), loss results were reported in terms of the 
nondimensional lost work, defined as 

IJOSSA/7) — 
WLOSS 

POVOPA 
T ~ ^ ( F R F,). (34) 

7 

The case when FR — Ft = \ corresponds to the laminar results 
obtained by Lee (1983) and Cooke-Yarborough and Ryden 
(1985) for (3 > 1. The factor FR - F, can be evaluated using 
the results in the previous section. 

Figure 5 shows results for I — )LossWD calculated from the 

above expression. As the turbulence levels increase, heat-trans
fer-related power losses becomes large relative to the laminar 
power losses. Once again, the approximate solutions for the 
near laminar and fully turbulent limits are in good qualitative 
agreement with the exact solution for limiting values of r\. It 
should be noted that the power loss is due to increased heat 
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transfer only and does not include pressure drop losses from 
inflow. 

Preliminary Validation 

Cantelmi (1995) performed experiments to measure the ef
fects of inflow-produced turbulence on compression-driven heat 
transfer. Rather than measuring the effects of turbulence gener
ated by high-velocity inflow and outflow on compression-driven 
heat transfer in actual engine cylinders (which would have re
quired the measurement of both mass flow and enthalpy flow 
into and out of the cylinder), a novel experimental approach 
was taken. A closed piston-cylinder space was divide into two 
spaces connected by an orifice. A schematic of the experiment 
is shown in Fig. 6. 

The orifice divided the cylinder into a varying volume space 
and a constant or fixed volume space. The movement of the 
piston-created pressure gradients across the orifice and induced 
flow between the two spaces. Due to the presence of the orifice, 
a high-velocity jet was introduced periodically into the rela
tively quiescent fluid of each space. This was meant to simulate 
the effects of inflow in actual engines. Both spaces were instru
mented so that the pressure and volume could be measured 
throughout the cycle. From the pressure and volume data, the 
total heat transfer from both spaces was calculated. 

Results for space-averaged complex Nusselt number and 
heat-transfer-related power loss were given for two inflow con
figurations: ACYL/AiNLET = 30 and 60. The values /3 for the 
experimental runs were calculated based upon experimental ge
ometry, mean pressure, piston frequency and material proper
ties. The values of rj for the experimental data are modeled as 
(see Appendix) 

„ ACYL „ 

v = c-—p 
(35) 

where C is an empirical constant. For the plots shown, a value 
of C = 0.01 was used to calculate 77. Varying the value of 
C simply shifts the experimental data along the abscissa. For 

Fig. 6 Schematic of experiment 
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example, with C = 0.1, the experimental points shown would 
shift to the right by one order of magnitude. 

Figures 7 and 8 compare the magnitude and phase of 
Nuc/4/3 predicted by the current model to those observed exper
imentally. The model predicted the proper variation of heat 
transfer magnitude for different inlet conditions. The experi
mental results for the phase were not well correlated but the 
overall qualitative trends are correct, namely that the effects of 
inflow would be to decrease heat transfer phase shift from the 
near laminar value of 45 deg. 

It should be noted that the complex Nusselt number for the 
current model was developed for a single cylinder space with 
inflow while the experimental data were based on a complex 
Nusselt number averaged over the two spaces. A more direct 
comparison would require determination of separate Nusselt 
numbers for each space using an inverse, parameter optimiza
tion method. Previous attempts at using inverse techniques on 
experimental data, however, were unsuccessful (Kornhauser et 
al., 1994; Finkbeiner, 1994). The current model could be em
ployed to prescribe relationships between some parameters, 
thereby reducing the number of parameters to be determined. 

The total power loss in the experiment was a combination of 
the heat transfer related losses over the surface of the cylinder 
and the flow losses due to the presence of the orifice. Based 
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upon the experimental data, the power loss due to entropy gener
ation at the orifice was calculated using the approximate model 
described in Cantelmi (1995) and Kornhauser et al. (1994). 
The heat-transfer-related power loss was then calculated by 
subtracting the approximate flow loss from the total power loss. 

Figure 9 compares Loss#D2/3/7r predicted by the current 
model to the experiment. The values of r\ for the experimental 
heat-transfer-related power loss data were determined using Eq. 
(35). The model agrees quite well with the experimental data 
and predicts the proper variation of power loss with inlet geome
try. Further validation of the model and adjustment of the empir
ical constant would require comparison with actual Stirling per
formance data. 

Conclusions 

An analytical model for turbulent compression-driven heat 
transfer has been developed in an attempt to quantify the effects 
of inflow on compression-driven heat transfer. It generalizes 
the previous models of Lee (1983) and Gedeon (1989) whose 
models represented the limiting cases of laminar and fully turbu
lent conditions, respectively. 

The model predicts that as turbulence levels increase, there 
is an increase in heat transfer magnitude and a decrease in 
heat transfer phase shift, agreeing with experimentally observed 
trends. It also predicts that heat-transfer-related power losses 
increase as turbulence levels increase. 

When compared to experimental data, the model predicts the 
proper trends for power loss and heat transfer magnitude and 
phase shift for different inlet conditions. Further validation of 
the model and adjustment of the empirical constant would re
quire comparison with actual Stirling performance data. 
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APPENDIX 
This appendix describes the development of an expression 

for the thermal eddy diffusivity relevant to cylinder spaces with 
inflow. The development follows that of Gedeon (1989). First, 
using an eddy diffusivity based on Prandtl turbulent kinetic 
energy equation, the eddy diffusivity can be modeled as 

a 
Pr BM 

Pr, v 

Pr IkL 

Pr, v 
(36) 

where k is a time-averaged turbulent kinetic energy per unit 
mass and L is a turbulent length scale. L is related to the Prandtl 
mixing length, LM, by the expression (Launder and Spaulding, 
1972) 

L = 0.53 LM 

•y* (37) 

where y* is the distance from the wall and K « 0.41 is the von 
Karman constant (Kays and Crawford, 1993). 

Based upon dimensional analysis, the turbulent kinetic energy 
may be scaled with the maximum velocity at the inlet, um 

k = C,M?N (38) 

where C{ is a constant of proportionality. Substituting yields 

eH _ C i Pr UMDH LM 

a 8 Pr, i/ rH 

C\,2K Pr 

8 Pr, 
Rewy (40) 

where y = y*/rH is nondimensional distance from the wall. 
Finally, using an approximation for inlet Reynolds number de
veloped by Kornhauser (1992) for free-piston Stirling engines, 

Re,N Pr » 16 
Ac 

P2. (41) 

The final expression for the eddy diffusivity becomes 

P2y 
eH 2CY: 

a Pr, AiNLET 

= vPy 
where /3 is defined as before and 77 is defined as 

2C\,2K Ac 

(42) 

V 

= C 

Pr< A j N L E T 

A, 

P 

•P (43) 

where is a constant to be determined empirically. 
At the edge of the laminar thermal boundary layer, y ** 1 / 

0. Evaluating the eddy diffusivity at the edge of the thermal 
boundary layer yields 

— « 77. 
a 

(44) 

Thus 77 is a measure of the magnitude of the eddy diffusivity 
in the thermal boundary layer. As 77 -» 0, the eddy diffusivity 
is small relative to the molecular diffusivity throughout the layer 
and the solution approaches the laminar solution. As I/77 -> 
0, the effective diffusivity increases rapidly through the layer. 
Beyond this thin thermal boundary layer, the spatial temperature 
variations are exponentially small. For this reason, the exact 
spatial variation of the eddy diffusivity beyond this layer is not 
important. 
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Effect of Channel Orientation 
of Local Heat (Mass) Transfer 
Distributions in a Rotating 
Two-Pass Square Channel 
With Smooth Walls 
Naphthalene sublimation experiments have been conducted to study the effects of 
channel orientation, rotational Coriolis force, and a sharp turn, on the local heat 
(mass) transfer distributions in a two-pass square channel with a sharp turn and 
smooth walls, rotating about a perpendicular axis. The test channel was oriented so 
that the direction of rotation was perpendicular to or at a 45 deg angle to the leading 
and trailing walls. The Reynolds number was kept at 5,500 and the rotation number 
ranged up to 0.24. For the radial outward flow in the first straight pass of the 
diagonally oriented channel, rotation-induced Coriolis force caused large monotonic 
spanwise variations of the local mass transfer on both the leading and trailing walls, 
with the largest mass transfer along the outer edges of both walls. Rotation did not 
lower the spanwise average mass transfer on the leading wall and did not increase 
that on the trailing wall in the diagonally oriented channel as much as in the normally 
oriented channel. The combined effect of the channel orientation, rotation, and the 
sharp turn caused large variations of the local mass transfer distributions on the 
walls at the sharp turn and immediately downstream of the sharp turn. The velocity 
fields that were obtained with a finite difference control-volume-based computer 
program helped explain how rotation and channel orientation affected the local mass 
transfer distributions in the rotating two-pass channel. 

Introduction 
The geometry of a serpentine cooling passage in a gas turbine 

blade significantly affects the flow and heat transfer distribu
tions in the cooling passage. Coriolis and buoyancy forces re
sulting from rotation produce secondary flows throughout the 
cooling passage. In and around the sharp turns, centrifugal 
forces also cause secondary flows. How the interactions of these 
secondary flows affect the heat transfer distributions on the 
various walls of the cooling passage depends on the directions 
of the secondary flows and the orientations of the walls with 
respect to the rotation direction. Thus, the flow in a turbine 
blade cooling passage is highly complicated. The main objective 
of this investigation is to study the effect of the orientation 
of a turbine blade cooling channel on the local heat transfer 
distribution in the channel. 

The literature on heat transfer and pressure drop for turbulent 
flows in rotating multipass channels with smooth or rib-roughened 
walls was reviewed in Park et al. (1998a, 1998b). Wagner et al. 
(1991) investigated the effects of Coriolis and buoyancy forces 
on the regional heat transfer in a rotating serpentine square channel 
with smooth walls. Their results indicated a dependence of the 
regional heat transfer on several parameters: the streamwise loca
tion, the surface orientation, the main flow direction (inward or 
outward flow), the Reynolds number, the rotation number, and a 
buoyancy parameter. Han et al. (1993) studied the effect of wall 
temperature variation on the heat transfer in a rotating two-pass 
square smooth channel. Park et al. (1998a) presented local transfer 
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distributions on the leading and trailing walls of a rotating two-pass 
square channel, and compared their local results with published 
regionally averaged heat transfer results. 

Tse and McGrath (1995) and McGrath and Tse (1995) mea
sured the local velocity distributions in a rotating serpentine 
channel with smooth walls, and compared their experimental 
results with distributions that were predicted numerically. Other 
relevant numerical studies on turbulent flow and heat transfer 
in rotating smooth channels include Prakash and Zerkle (1992), 
Dutta et al. (1994), and Tekriwal (1994). 

In this investigation, naphthalene sublimation experiments 
are conducted with a rotating two-pass square channel with 
smooth walls that is oriented so that the direction of rotation is 
perpendicular to or at a 45 deg angle to the leading and trailing 
walls of the channel. The analogy between heat and mass trans
fer is applied to relate mass transfer distributions to heat transfer 
distributions. Since the test channel walls and the flow of naph
thalene vapor-air mixture are both at room temperature, and the 
naphthalene vapor partial pressure and concentration at the test 
channel walls are very small, there is no significant density 
variation in the test channel. It may be shown that, the maximum 
variation of the density of the naphthalene vapor-air mixture 
that flows through the test channel is only about 0.05 percent 
of the density of the mixture. Thus, buoyancy effect in actual 
turbine blade cooling channels is not simulated. 

The effect of density variation on the regional heat transfer 
in rotating channels has been discussed at length in Wagner et 
al. (1991), Prakash and Zerkle (1992), and Han et al. (1993). 
In an actual turbine blade cooling channel, the variation of 
density in the coolant flow may significantly affect the distribu
tions of the local heat transfer coefficient on the channel walls 
as much as the coolant flow rate and direction, the channel 
geometry, and rotation. 
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The naphthalene sublimation technique and the heat and mass 
transfer analogy have been employed in a number of previous 
local heat transfer studies, such as Sparrow and Tao (1983) 
and McMillin and Lau (1994). In Goldstein and Cho (1995), 
many of the naphthalene sublimation experiments were summa
rized and the analogy between heat transfer and mass transfer 
was discussed extensively. 

A finite difference control-volume-based computer program 
is used to determine the velocity fields in a rotating two-pass 
square channel that has the same dimensions as the test channel 
and is subjected to the flow and boundary conditions of the 
experiments. The calculated velocity fields help explain how 
rotation and channel orientation affect the local heat (mass) 
transfer distributions in the two-pass test channel. 

The experimental and numerical results of this study will 
enhance understanding of the momentum and thermal transport 
processes that take place in flows through rotating channels. 
The results will also enable turbine engine designers to develop 
improved computer codes to determine local temperature and 
thermal stress distributions in turbine blades under actual op
erating conditions. The experimental results will give engine 
designers detailed local data in the baseline cases of negligible 
density variation in flows through rotating channels for the vali
dation of their computer codes. 

Experimental Apparatus and Procedure 
The test section was a 1.59 cm by 1.59 cm square two-pass 

channel constructed entirely of aluminum. It had a 180 deg turn 
with sharp corners and two straight sections, each of which was 
seven hydraulic diameters long. The distance between the tip 
of the inner wall and the tip wall in the turn, was one hydraulic 
diameter. The inner wall was one-half of a hydraulic diameter 
thick. 

The test section consisted of seven wall segments: two princi
pal walls (the leading and trailing walls), two inner side walls, 
two outer side walls, and a tip wall. The inner surface of each 
wall segment was coated with naphthalene in a casting process. 
After the wall segments were assembled, all inner surfaces of 
the test section were flat, smooth, and mass transfer active. 

The test section was mated to an aluminum, mass transfer 
inactive, inlet and exit section assembly in an aluminum housing 
(see Fig. 1). The inlet and exit sections were 10 and 20 hydrau
lic diameters long, respectively. The downstream end of the 
exit section was affixed to a rotating pipe assembly of a rotation 
test rig in a protective cage. The distance from the middle of 
the test section to the rotation axis was 30 hydraulic diameters. 
Figure 1 also shows how the entire assembly of the test section, 
the inlet section, and the exit section may be rotated at a 45 
deg angle about an axis that is perpendicular to the rotating 
shaft, so that the leading and trailing walls may be oriented at 
an angle to the rotation direction. 

Nomenclature 

c,„- = cumulative mass of naphthalene in Re = = Reynolds number based on chan At- = duration of test run, s 
air stream, kg/s nel hydraulic diameter, =ml/j,D Az--= elevation change of naphthalene 

D = channel hydraulic diameter, m Ro = = Rotation number, =£ID/U surface, m 
Kn = local mass transfer coefficient, Sc = = Schmidt number of naphthalene in A: = diffusion coefficient of naphtha

m/s air, s2.28 lene, m2/s 
m = mass flow rate of air, kg/s Sh = = local Sherwood number M: = dynamic viscosity of air, N • s/m2 

M" = local mass flux of naphthalene = Sh = = spanwise averaged Sherwood n = angular velocity, rad/s 
p.,Az/A*, kg/(m2-s) number Pb- = bulk naphthalene vapor density = 

Nu = local Nusselt number Sh„ = = Sherwood number for fully devel CJQ, kg/m3 

Nu = spanwise averaged Nusselt num oped flow = 0.023 Re°-8Sc04 
p«: = density of solid naphthalene, kg/ 

ber U-= average air velocity, m/s m3 

Nu0 = Nusselt number for fully devel X •• = coordinate along main flow, X = Pw: = naphthalene vapor density at wall, 
oped flow 0.0 and 16.5 at channel inlet and kg/m3 

Q = volumetric flow rate of air, m3/s exit, m 

During an experiment, room air was drawn through the test 
section from the air-conditioned laboratory. Upon exiting the 
test section assembly, the air flowed through a calibrated orifice 
flow meter, and was then ducted to the outside of the laboratory. 
To determine the local mass transfer distribution, the elevation 
changes at 312 points on the naphthalene surface of each of the 
two principal walls, and 216 points on the tip wall were mea
sured (see Fig. 1), and the overall weight losses from all seven 
wall segments were obtained. 

Data Reduction 
The local mass transfer coefficient at each measurement point 

is evaluated as 

h,„ = M"/(Pw- Pb). (1 ) 

The naphthalene vapor density at the wall, pw, is calculated 
according to Ambrose et al. (1975). The constant naphthalene 
vapor density value at the channel walls corresponds to the 
thermal boundary condition of uniform wall temperature. 

The local Sherwood number is 

Sh = h,„D/A (2) 

The diffusion coefficient for naphthalene vapor in air, A, is 
calculated with Eq. (1) in Goldstein and Cho (1995). The 
Sherwood number is normalized by the Sherwood number for 
a corresponding fully developed flow in a stationary smooth 
tube, Sh0. According to the analogy between heat and mass 
transfer, 

Nu/Nuo = Sh/Sho. (3) 

The Reynolds number and the rotation number, both of which 
are based on the channel hydraulic diameter, are defined as 
ml \iD and Q.DIU, respectively. 

Based on the method described in Kline and McClintock 
(1953), the maximum uncertainty of the Sherwood number is 
estimated to be 10.8 percent, which occurs at the test channel 
exit. The uncertainty of the Reynolds number is found to be 
4.8 percent. 

Readers are referred to Park et al. (1998a, b) for the detailed 
descriptions of the test apparatus and procedure, and the reduc
tion of the experimental data. 

Numerical Analysis 
The main objective of the numerical analysis was to solve the 

governing conservation equations with a finite volume computer 
program to obtain approximate velocity distributions in a rotat
ing two-pass channel. The numerical results helped explain how 
rotation and channel orientation affected the local mass transfer 
distributions in the rotating test channel in the experiments. The 
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Fig. 1 Schematic of test apparatus, with local measurement grid 

computational domain consisted of a ten-hydraulic-diameter-
long entrance section, a two-pass channel, and a ten-hydraulic-
diameter-long exit section, all of which had the same square 
cross section and smooth walls. The two-pass channel had the 
same dimensions as the test channel in the experiments. At the 
inlet of the entrance section, a uniform velocity (that is, no 
secondary flow), a turbulence intensity of ten percent, and a 
turbulence length scale of 3.5 percent of the hydraulic diameter 
were assumed. At the exit, local parabolic conditions (or zero 
diffusion fluxes) were imposed. 

The variables in the three-dimensional governing differential 
equations were expressed in terms of Cartesian coordinates in 
a rotating reference frame. All properties were considered con
stant, including the density. Thus, rotational buoyancy was ne
glected. The equations were integrated over each of a structured 
grid of 17 X 17 X 217 control volumes: a uniform grid of 17 X 
17 control volumes at any cross section in the straight sections, 
progressively finer grid spacing in the streamwise direction ap
proaching the sharp turn, and increasingly coarse grid spacing 
downstream of the turn. The SIMPLE (Semi-Implicit Method 
for Pressure-Linked Equations) algorithm, along with a non-
staggered grid, was used to couple the pressure and velocity 
fields. The power-law interpolation scheme was used to evaluate 
the values of variables at the control volume interfaces. The 
discretized equations were solved with a line-by-line and 
multigrid solver. 

Since a highly swirling flow was expected in the rotating 
two-pass channel, the Reynolds stress model (Launder et al., 
1975; Launder, 1989) was chosen over the k-e turbulence model 
(which assumes that the turbulent viscosity is isotropic). At 
the walls where viscous effect dominated, the velocities were 
calculated using an empirical logarithmic wall function (Laun
der and Spalding, 1973). The 17 X 17 uniform grid at any 
cross section ensured that the values of y+ at the near-wall 
control volumes were larger than 12.0, except in several small 
regions with back flow, along sharp edges, and at the corners 
in the turn in the computational domain. 

All computations were performed on a supercomputer. Al
though only the velocity distributions in the case of constant 
fluid properties were computed and presented here, correspond
ing numerical results in the case of variable fluid properties 

might be obtained readily by expressing the local fluid property 
values in terms of the local temperatures. 

Results 
Naphthalene sublimation experiments were conducted with 

the test channel oriented so that the direction of rotation was 
perpendicular to or at a 45 deg angle to the leading and trailing 
walls. The Reynolds number was kept at 5500 and the rotation 
number ranged up to 0.24, corresponding to an average air flow 
velocity of 5.3 m/sec and rotational speeds up to 770 rpm. 
Attention was focused on the detailed local mass transfer distri
butions on the leading and trailing walls, and on the tip wall at 
the sharp turn. 

The local mass transfer distributions are presented as contours 
of the normalized local Sherwood number. The computed flow 
fields are given as vector plots of the cross-streamwise velocities 
and the contour plots of the streamwise velocities at typical 
flow cross sections, along with discussions on how the flow 
fields affect the mass transfer distributions. First, however, the 
spanwise averaged Sherwood number ratios on the leading and 
trailing walls are presented along a streamwise coordinate, 
XID. At the inlet and exit of the first straight pass, XID = 0.0 
and 7.0, respectively. In the turn, the measured local Sherwood 
number ratios are averaged over three regions: with areas of D 
X Z), j£> X D, and D X D, respectively. These Sh/Sh0 values 
indicate the average mass transfer at XID = 7.5, 8.25, and 9.0. 
At the exit of the turn, which is also the inlet of the second 
straight pass, X/D = 9.5. 

Effects of Rotation and Channel Orientation on Region
ally Averaged Mass Transfer. 

First Straight Pass. Figure 2 shows the effect of varying 
the channel orientation on the streamwise Sh/Sh0 distributions 
on the leading and trailing walls, for Ro = 0.24 and Re = 5,500. 
In the figure, the streamwise Sh/Sh0 distributions in the no 
rotation case are also included. In the first pass with radial 
outward flow (X/D < 7.0), rotation lowers the spanwise aver
aged mass transfer on the leading wall in the diagonally oriented 
channel much less than_on the leading wall in the normally 
oriented channel. The Sh/Sh0 values on the leading wall in the 
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Fig. 2 Effects of rotation and channel orientation on streamwise 
Sh/Sho distributions 

diagonally oriented channel are about the same as those in a 
stationary channel, with values dropping gradually toward the 
turn to about 1.0. The leading wall Sh/Sh0 values in the nor
mally oriented channel are as low as 0.35. 

Rotation increases the trailing wall mass transfer in the nor
mally oriented channel by up to 1.60 times corresponding values 
for a stationary channel. Rotation does not increase the trailing 
wall Sh/Sh0 values as much in the diagonally oriented channel, 
with values of only up to 1.45. 

In the normally oriented channel, the rotational Coriolis force 
pushes the core of the radial outward flow toward the trailing 
wall. When the leading and trailing walls are oriented at a 45 
deg angle to the rotation direction, the rotation Coriolis force 
is directed at a 45 deg angle toward the outer edge of the trailing 
wall. It will be shown later that both the streamwise velocity 
distribution and the rotation-induced secondary flow contribute 
to the smaller difference between the average mass transfer on 
the leading and trailing walls in the diagonally oriented channel. 

Sharp Turn. Entering the sharp turn, the mass transfer on 
the leading wall increases abruptly in both the normally oriented 
channel and the diagonally oriented channel cases. Although 
the Sh/Sho values are much higher at the turn entrance (at 
X/D = 7.0) in the diagonally oriented channel than in the 
normally oriented channel, the values are about the same on 
the leading walls in the sharp turns of the two channels. The 
leading wall Sh/Sh0 values in the middle region of the turn (at 
X/D = 8.25) of each channel are slightly lower than those in 
the upstream and downstream regions of the turn (at X/D = 
7.5 and 9.0). On the other hand, the trailing wall mass transfer 
increases monotonically as the flow turns, in each channel. The 
trailing wall mass transfer in the upstream half of the turn is 
generally much lower than the leading wall mass transfer. 

The generally large values of Sh/Sh0 on the leading and 
trailing walls in the turn of each channel are believed to be the 
result of the vigorous mixing of the flow in the turn, when the 
rotation-induced and turn-induced secondary flows interact. 

Second Straight Pass. Immediately downstream of the turn 
(X/D > 9.5), the leading wall Sh/Sh0 values are higher and 
the trailing wall Sh/Sh0 values are lower in the diagonally ori
ented channel than in the normally oriented channel. The peak 
at the turn exit (X/D = 9.5) in the trailing wall Sh/Sh0 distribu

tion for the normally oriented channel is not observed in the 
distribution for the diagonally oriented channel. Further down
stream in the second straight pass, for X/D > 13.5, the trends 
are reversed in the radial inward flow: rotation increases the 
leading wall mass transfer and lowers the trailing wall mass 
transfer less in the diagonally oriented channel than in the nor
mally oriented channel. 

It will become clear shortly that the sharp turn causes the 
flow to swirl in the second straight pass of each channel, keeping 
the mass transfer high on both the leading and trailing walls 
immediately downstream of the turn in the second straight pass. 

Effects of Rotation and Channel Orientation on Local 
Mass Transfer and Velocity Distributions. In this section, 
the local mass transfer and velocity distributions are presented. 
The local mass transfer distributions are presented as contours 
of the normalized local Sherwood number. The computed flow 
fields are given as vector plots of the cross-streamwise velocities 
and the contour plots of the streamwise velocities at strategic 
flow cross sections. The lengths of the vectors in each velocity 
vector plot give the relative magnitudes of the cross-streamwise 
velocities. The darker shade in the contour plots indicates higher 
streamwise velocity. At the turn, regions with back flow are 
circled. 

Since it is not possible to present the computed three-dimen
sional flow fields in their entirety here, not all of the characteris
tics of the measured local mass transfer distributions may be 
explained with the computed flow fields. It should also be under
stood that, since measured local velocity data are not available 
to verify the numerical results, the computed velocity fields 
may only be considered as approximations of the actual velocity 
fields. 

Figure 3 presents the Sh/Sh0 contours on the leading and 
trailing walls of a diagonally oriented channel with Ro = 0.0, 
0.09, and 0.24, along with the contours for a normally oriented 
channel with Ro = 0.24. Despite relatively small differences 
between the Sh/Sh0 distributions on the leading and trailing 
walls in the stationary channel case, the two distributions are 
almost mirror images of each other. The local mass transfer 
increases abruptly at the turn entrance and continues to increase 
as the flow turns around. The local mass transfer is the highest 
along the outer edge of each wall near the exit of the turn. The 
turn-induced vortex pair forces the low concentration core flow 
to move outward in the turn, turn toward the leading and trailing 
walls, and then impinge on the outer portions of walls in the 
turn (Park et al., 1998a), causing the high mass transfer there. 

First Straight Pass. In the first pass of the diagonally ori
ented channel, rotation causes the mass transfer to be high near 
the outer edges of both the leading and trailing walls and low 
near the inner edges of the two walls. In the Ro = 0.24 case, 
the Sh/Sho values are up to about 2.0 along the outer edge of 
the trailing wall. On the leading wall, the Sh/Sh0 values of 
between 1.5 and 1.75 along the outer edge are also quite high. 
The Sherwood number ratio drops monotonically toward the 
inner edges on both the leading and trailing walls, with the 
lowest values of below 0.5 on the leading wall. In contrast, in 
the first pass of the normally oriented channel, there is very 
little spanwise variation in the mass transfer distributions on 
both walls, and the mass transfer on the trailing wall is much 
higher than that on the leading wall. 

Figure 4 presents the computed flow fields at X/D = 6.0 in 
the first straight passes of the normally oriented and diagonally 
oriented channels. The figure shows that, in the radial outward 
flow in the normally oriented channel, the rotation-induced Co
riolis force pushes the high momentum core fluid toward the 
trailing wall and the resulting secondary flow is in the form of 
two symmetrical vortices. The numerical results show that the 
highest streamwise velocities are located near the inner and 
outer side walls, not in the middle of the channel. The higher 
mass transfer on the trailing wall and lower mass transfer on 
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the leading wall, as shown in Fig. 3(b), are primarily due to 
the shift of the high-velocity low-concentration core flow to
ward the trailing wall, and the associated velocity and concen
tration gradients near the leading and trailing walls. 

In the radial outward flow in the diagonally oriented channel, 
the rotational Coriolis force is directed at a 45 deg degree toward 
the outer edge of the trailing wall. Both the streamwise and 
cross-streamwise velocity distributions are symmetrical with 
respect to the diagonal plane between the inner edge of the 
leading wall and the outer edge of the trailing wall. The im
pingement of the secondary flow near the outer edge of the 
trailing wall and the shifting of the core flow toward the outer 
edge of the trailing wall cause the high mass transfer near the 
outer edge of the trailing wall, as shown in Fig. 3(d). Based 
on the experimental results, Sh/Sh0 = 1.75 to 2.0 along the 
outer edge of the trailing wall. The secondary flow washes the 
trailing wall while turning toward the inner edge, causing the 
mass transfer to decrease monotonically in the spanwise direc
tion. The values of Sh/Sh0 near the inner edge of the trailing 
wall are only about 1.0, despite the relatively high streamwise 
velocities near the inner edge of the trailing wall. 

Figure 3(d) shows that there is a larger spanwise Sh/Sh0 

variation on the leading wall of the diagonally oriented channel 
than on the trailing wall. Figure 4 shows that the relatively high 
leading wall mass transfer may be sustained by the impingement 
of the secondary flow after it sweeps the outer side wall and 
the large streamwise velocities near the outer edge of the wall. 
The mass transfer is the lowest near the inner edge of the leading 
wall where the secondary flow is weak and the streamwise 
velocities are very low. 

Sharp Turn. Entering the sharp turn, the local mass transfer 
on the leading wall increases abruptly in both the diagonally 
oriented and normally oriented channels. Figure 3 shows that 
the leading wall mass transfer is generally high in the turn 
regions of both channels, except near the tip of the inner wall. 
A close examination of the leading wall mass transfer distribu
tions in the turn in the two Ro = 0.24 cases reveals that the 
mass transfer in the diagonally oriented channel is not as low 
as that in the normally oriented channel near the tip of the inner 
wall, and not as high along the tip wall. In both channels, the 
highest leading wall mass transfer occurs along the tip wall and 
along the outer edge near the turn exit. 

In both the diagonally oriented channel and the normally 
oriented channel, with Ro = 0.24, the trailing wall mass transfer 
increases abruptly in the upstream half of the turn and continues 

to increase as the flow turns. In the upstream half of the turn 
region and along the tip wall, the trailing wall mass transfer is 
quite low when it is compared with the leading wall mass trans
fer. At the downstream outer corner of each of the two channels, 
however, the trailing wall mass transfer is very high, although 
the high mass transfer region along the outer wall does not 
extend into the second straight pass, as in the case of the leading 
wall. 

The local mass transfer on the tip wall is significantly affected 
by the turn geometry, rotation, and the channel orientation. The 
tip wall mass transfer distribution is almost symmetrical in the 
no rotation case, with large Sh/Sh0 values of over 3.75 in the 
middle of the upstream half of the tip wall and very large 
Sh/Sho values of over 4.5 along the downstream edge of the 
wall. The mass transfer is the lowest (Sh/Sh0 s 1.25) near the 
middle of the downstream half of the tip wall. 

In the normally oriented channel, rotation shifts the peak of 
the Sh/Sho distribution in the middle of the upstream half of 
the tip wall toward the trailing wall and lowers the peak 
Sh/Sho values. There is an isolated low mass transfer region 
near the leading wall, where the Sh/Sh0 values are below 0.75. 
In the diagonally oriented channel, the tip wall mass transfer is 
high along the trailing wall and low along the leading wall in 
the upstream half of the tip wall. The Sherwood number ratio 
drops monotonically from a value of about 3.75 along the trail
ing wall to about 1.25 along the leading wall. In both rotating 
channels, the mass transfer distribution in the downstream half 
of the tip wall is characterized by a relatively large low mass 
transfer region in the middle and very high mass transfer near 
the downstream edge of the tip wall. The orientation of the 
channel with respect of the rotation direction does not appear 
to affect the shape of the local mass transfer distribution on the 
tip wall significantly. 

Attention is now focused on the flow fields in the turns of 
the two channels. Figure 5 presents the cross-streamwise and 
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Fig. 5 Computed streamwise and cross-streamwise velocities at en
trance, tip cross section, and exit of turn 
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streamwise velocities at three flow cross sections: at the turn 
inlet {XID = 7.0), between the inner wall and the tip wall, and 
at the turn exit {XID = 9.5). In the normally oriented channel, 
the flow turns toward the inner wall at the turn entrance 
{XID = 7.0). Both the streamwise and cross-streamwise veloc
ity distributions at the turn entrance are very different from 
those just a short distance upstream. The velocity distributions 
also show that the rotational Coriolis force appears to push 
the flow near the inner wall toward the trailing wall. Further 
downstream, in the cross section between the inner wall and 
the tip wall (or, the tip cross section), the streamwise velocity 
distribution clearly shows higher velocities near the trailing wall 
and flow recirculation near the trailing wall at the tip of the 
inner wall, both of which appear to be affected by the flow 
turning toward the trailing wall near the inner wall at the turn 
entrance. 

The cross-streamwise velocity distribution at the tip cross 
section suggests that the turn-induced centrifugal force pushes 
the flow toward the tip wall. The low streamwise velocity of 
the flow near the leading wall may contribute to the swirling 
of the flow near the leading wall at the tip cross section. It 
should be pointed out that the cross-streamwise velocities at 
the tip cross section are comparable to the normal velocities at 
the tip cross section, and are much higher than the cross-stream
wise velocities in the first straight pass, which are, at the most, 
equal to 15 percent of the mainstream bulk velocity. The very 
high leading wall mass transfer along the tip wall (see Fig. 
3(b)) may be the result of the strong flow impingement on the 
outer edge of the leading wall. The low trailing wall mass 
transfer at the tip of the inner wall is caused by flow recircula
tion. Further out from the tip of the inner wall, the trailing wall 
mass transfer remains relatively high (although much lower 
than that in the very high mass transfer region on the leading 
wall directly across), since the streamwise velocity is high near 
the trailing wall. 

The patterns of the streamwise and cross-streamwise veloci
ties are consistent with the higher tip wall mass transfer near 
the trailing wall and the lower tip wall mass transfer near the 
leading wall, in the middle of the turn (see top of Fig. 3(b)). 

The sharp turn dramatically affects the flow pattern at the 
exit of the turn (and that in the second straight pass, to be 
examined shortly). The streamwise velocity distribution at the 
turn exit of the normally oriented channel shows that the flow 
is thrown toward the outer wall by the centrifugal force, with 
the maximum streamwise velocity located near the outer edge 
of the trailing wall. The high streamwise velocities near the 
outer edge of the trailing wall are responsible for the high mass 
transfer along the outer edge of the wall. The cross-streamwise 
velocities near the inner wall are quite high (equal to about 50 
percent of the mainstream bulk velocity) and are directed to
ward the trailing wall, continuing the trend in the cross section 
between the inner wall and the tip wall. The high mass transfer 
region on the trailing wall and the low mass transfer region on 
the leading wall immediately downstream of the tip of the inner 
wall, as shown in Fig. 3(b), ate consistent with this cross-
streamwise flow pattern at the exit of the turn. Finally, both the 
swirling of the flow near the outer edge of the leading wall 
at the turn exit (as shown in the cross-streamwise velocity 
distribution) and the relatively high streamwise velocities near 
the outer wall are believed to contribute to the high leading 
wall mass transfer along the outer edge of the wall (see 
Fig. 3(b)). 

The streamwise and cross-streamwise velocity distributions 
at the three cross sections in the turn of the diagonally oriented 
channel are similar to the corresponding distributions in the turn 
of the normally oriented channel. Thus, the geometry of the 
sharp turn appears to affect the flow field more than the channel 
orientation. The measured mass transfer distributions in the 
turns of the two channels do not differ significantly. The rota
tional Coriolis force in the diagonally oriented channel, which 

is directed at a 45 deg angle to the leading and trailing walls, 
however, causes the velocity distributions to be slightly different 
from those in the normally oriented channel. With the Coriolis 
force directed at a 45 deg angle instead of normal to the leading 
and trailing walls, the cross flow toward the trailing wall near 
the tip of the inner wall is reduced or reversed. Without the 
flow impinging onto the trailing wall near the tip of the inner 
wall, the distinctive high mass transfer region immediately 
downstream of the tip of the inner wall on the trailing wall of 
the normally oriented channel is not observed in the diagonally 
oriented channel (Fig. 3(d)). 

Second Straight Pass. In the second pass, the shapes of the 
local mass transfer distributions on the leading wall in the two 
Ro = 0.24 cases are very similar. The leading wall Sh/Shn 

values are consistently higher in the diagonally oriented channel 
than in the normally oriented channel, except along the inner 
edge of the wall. It has already been pointed out that the very 
high mass transfer region immediately downstream of the tip 
of the inner wall on the trailing wall of the normally oriented 
channel is not apparent in the diagonally oriented channel. Fur
ther downstream, the trailing wall mass transfer in the diago
nally oriented channel is higher along the outer edge and lower 
along the inner edge than that in the normally oriented channel. 
The trailing wall Sh/Sh0 values in the diagonally oriented chan
nel are lower in the first half of the second pass, and higher in the 
downstream half of the second pass than those in the normally 
oriented channel. 

The sharp turn dominates the flow pattern in the second 
straight pass. Should the upstream sharp turn be replaced with a 
long square straight entrance section, the streamwise and cross-
streamwise velocity distributions for the radial inward flow 
would be those presented in Fig. 4, except that the rotation 
directions would have to be reversed. Figure 6 gives the local 
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velocities at XID = 10.5, 11.5, 13.5, and 15.5 in the second 
straight passes of the normally oriented and diagonally oriented 
channels. The figure shows that, in the normally oriented chan
nel, rotation and the sharp turn cause the flow to swirl. The 
center of the vortex moves from a location near the outer edge 
of the leading wall at the turn exit (XID = 9.5) to near the inner 
edge of the trailing wall one hydraulic diameter downstream in 
the second pass. The swirling flow impinges on the leading wall 
near the outer edge of the wall, and on the trailing wall near 
the inner edge of the wall. The cross-streamwise velocities are 
as high as one-half of the streamwise bulk velocity, substantially 
higher than the cross-streamwise velocities in the first pass. The 
strength of the vortex is reduced with distance from the turn 
exit. At four hydraulic diameters from the turn exit (XID = 
13.5), the maximum cross-streamwise velocity is only about 
one-fourth of the streamwise bulk velocity. 

While the strength of the vortex gradually weakens down
stream of the turn in the normally oriented channel, the high 
streamwise velocity region is shifted in the same direction of 
the swirl. The streamwise velocities are high near the outer wall 
one hydraulic diameter downstream of the turn exit (at XID = 
10.5). The highest streamwise velocities are near the leading 
wall at XID = 11.5, and near the inner wall at XID = 13.5. 
The high mass transfer on the outer edge of the leading wall 
and the inner edge of the trailing wall downstream of the turn 
is the result of the strength and the rotation direction of (he 
vortex downstream of the turn. Except for the very high mass 
transfer region on the trailing wall immediately downstream of 
the tip of the inner wall, the generally higher streamwise veloci
ties near the leading wall keep the mass transfer higher on the 
leading wall than on the trailing wall in the second straight pass 
of the normally-oriented channel (see Fig. 2) . Note also that 
the mass transfer drops quite quickly along the outer edge of 
the trailing wall (see Fig. 3(b)) once the high streamwise veloc
ity region moves away from the trailing wall. 

With the channel oriented at a 45 deg angle to the rotation 
direction, a strong vortex still dominates the cross-streamwise 
velocity distribution immediately downstream of the turn. The 
shape of the vortex at XID = 10.5, however, is different from 
that in the normally oriented channel: the cross flow impinges 
on the leading wall near both the outer and the inner edges of 
the wall. About one hydraulic diameter further downstream, the 
cross flow along the leading wall turns the impinging flow near 
the inner corner of the leading wall back toward the trailing 
wall. The cross-streamwise velocity distribution at XID = 11.5 
in the diagonally oriented channel is similar to the correspond
ing distribution in the normally-oriented channel. There are, 
however, two small vortices, both of which rotate in a direction 
opposite to that of the large vortex, near the inner and outer 
edges of the trailing wall. The small vortex at the outer edge 
of the trailing wall is also evident in the velocity distributions 
at XID = 9.5 and 10.5. 

At four hydraulic diameters downstream of the turn exit 
(XID = 13.5) in the diagonally oriented channel, the large 
vortex becomes weaker, and the small vortex at the outer edge 
of the trailing wall has all but disappeared. The second small 
vortex, however, has gained strength and reverses the direction 
of the cross flow along the trailing wall near the inner edge of 
the wall. 

In the second pass of the diagonally oriented channel, the 
high streamwise velocity region is also shifted in the same 
direction as the large vortex, but remains close to the leading 
wall beyond four hydraulic diameters downstream of the turn 
exit. Unlike in the case of the normally oriented channel, back 
flow near the inner edge of the trailing wall is apparent in the 
streamwise velocity distributions up to two hydraulic diameters 
downstream of the turn. 

The computed velocity distribution in the second straight 
pass of the diagonally oriented channel is consistent with the 
measured mass transfer distributions on the leading and trailing 

wall of the channel presented in Fig. 3(d). Flow impingement 
on the leading wall and the large streamwise velocities near the 
leading wall are responsible for the high leading wall mass 
transfer downstream of the turn. Up to four hydraulic diameters 
downstream of the turn, the leading wall mass transfer is higher 
in the diagonally oriented channel than in the normally oriented 
channel, especially along the outer edge of the wall, apparently 
because the streamwise velocities remain high near the leading 
wall in the diagonally oriented channel. In addition to the lower 
streamwise velocities near the trailing wall, the back flow and 
the small vortex near the inner edge of the trailing wall cause 
the mass transfer in the upstream half of the second pass to be 
lower in the diagonally oriented channel than in the normally 
oriented channel. 

Concluding Remarks 

Naphthalene sublimation experiments have been conducted 
to study the effects of channel orientation, rotational Coriolis 
force, and a sharp turn, on the local heat (mass) transfer distri
butions in a two-pass square channel with a sharp turn and 
smooth walls, rotating about a perpendicular axis. The test chan
nel was oriented so that the direction of rotation was perpendicu
lar to or at a 45 deg angle to the leading and trailing walls. The 
following conclusions may be drawn: 

1 The orientation of the rotating two-pass channel signifi
cantly affects the local mass transfer distribution in the first 
pass of the channel. Rotation does not lower the average leading 
wall mass transfer or increase the average trailing wall mass 
transfer in the diagonally oriented channel as much as in the 
normally oriented channel. The rotational Coriolis force in the 
diagonally oriented channel induces secondary flow and shifts 
the high streamwise velocity diagonally, resulting in the large 
monotonic spanwise variation of the mass transfer on both the 
leading and trailing wall. 

2 The geometry of the sharp turn dominates the local mass 
transfer distributions in the turn and immediately downstream 
of the turn. The shapes of the mass transfer distributions in the 
normally oriented and diagonally oriented channels are similar, 
except for an isolated region on the trailing wall immediately 
downstream of the tip of the inner wall. The combined effect 
of the turn and rotation causes a strong swirling flow in both 
the normally oriented channel and the diagonally oriented chan
nel, and flow impingement near the outer edges of the leading 
wall in the turn and immediately downstream of the turn. 

3 Computed velocity distributions are useful in helping to 
explain how the flows affect the local mass transfer distribu
tions. For instance, in the diagonally oriented channel, back 
flow keeps the trailing wall mass transfer low along the inner 
edge of the wall immediately downstream of the tip of the inner 
wall. 
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Free Convection Limits for 
Pin-Fin Cooling 
An analytical solution for a system consisting of a pin-fin heat sink and a chimney 
is presented. The result is applied to problems in which the size of the overall system 
is constrained. For a given heat dissipation and total system size, optimal values of 
the pin-fin diameter and heat-sink porosity are observed. The optima occur for systems 
with and without chimneys. The optimization is used to show that the minimum 
thermal resistance from a pin-fin heat sink is about two times larger than that of an 
idealized model based on inviscid flow. 

1 Introduction 
Heating from high-power electronic components can cause 

large increases in device and coolant temperatures. Often, com
ponents are cooled by mechanical fans or by other active de
vices. However, in many applications, active cooling may be 
undesirable due to power consumption, excessive noise, or relia
bility concerns. For some designs, it may be possible to exploit 
the buoyant forces created by fluid heating in order to cool 
electronic devices, and an understanding of the limits of free 
convection is necessary to design such systems. The present 
study uses analytical methods to predict the upper limits of heat 
transfer from pin-fin heat-sink/chimney systems. 

Heat transfer from arrays of cylinders and pin fins has been 
reviewed by several authors. Armstrong and Winstanley (1988) 
reviewed heat transfer from staggered pin-fin arrays for Reyn
olds numbers (based on fin diameter) greater than 103. Zu-
kauskas (1987) provided a thorough review of forced-convec
tion heat transfer from arrays of in-line and staggered tubes. 
For in-line arrays, the recommended correlations for the average 
Nusselt number agree with the isolated cylinder correlations to 
within 20 percent. 

Studies of forced-convection heat transfer from pin-fin heat 
sinks are common in the literature. Bejan and Morega (1993) 
used analytical methods to optimize heat transfer from cylindri
cal-fin arrays in the Darcy regime of low Reynolds numbers. 
Jubran et al. (1993) reported experimental results for in-line 
and staggered pin-fin arrays for Reynolds numbers of order 104. 
An optimal porosity of <j> = 87 percent was reported for both 
types of arrays. Square-fin array experiments under low-velocity 
forced flow (Re ~ 102) were conducted by Shaukatullah et al. 
(1996), who described an optimal in-line pin-fin arrangement 
corresponding to 4> = 92 percent. 

Ergun (1952) performed an early study of the drag character
istics of cylinder arrays for moderate Reynolds numbers. Ergun 
proposed an empirical correlation in which the streamwise pres
sure drop is a quadratic function of the fluid velocity. Sangani 
and Acrivos (1982) developed a high-porosity drag correlation 
for low Reynolds number flows. Flow through periodic arrays 
of cylinders has been studied by Koch and Ladd (1997), who 
used the lattice-Boltzmann numerical method to predict drag 
and pressure drop. 

Experiments on combined free-convection/radiation from 
aligned and staggered arrays of fins with circular, elliptical, 
and square cross sections were performed by Taylor (1984). 
Sparrow and Vemuri (1985) studied the effects of shrouding 
and number of fins on overall heat transfer from staggered 
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arrays of circular fins and found an optimal porosity of 4> « 85 
percent for unshrouded fin arrays. Aihara et al. (1990) tested 
many heat sinks to determine an empirical correlation for heat 
transfer from unshrouded pin-fin arrays. Zografos and Sunder
land (1990) experimentally found an optimal porosity of 90 
percent among four heat sinks with porosities in the range 60 
percent < <fr < 90 percent. In the present work, the porosity 
and other variables can be varied continuously, thereby allowing 
a more precise optimization. 

Previous work by Fisher et al. (1997) on plate-fin heat sinks 
with chimneys has shown that the plate spacing can be opti
mized for maximum heat transfer. Further, the plate-fin work 
suggested that, with the addition of a chimney, the heat-sink 
height can be reduced without a loss in thermal performance 
and without increasing the overall system height. 

In the present work, we extend the heat-sink/chimney con
cept to systems with pin-fin heat sinks. Understandably, previ
ous work has failed to generalize the optimization process due 
to difficulties in spanning parameter ranges with discrete experi
mental and computational models. The analytical approach en
ables easy parameter variations to identify regimes of maximum 
heat transfer. The parametric conditions for maximum heat 
transfer are then used to describe the upper limits of free convec
tion from arrays of pin fins. Further, chimney enhancement, 
which has not been previously addressed for pin-fin heat sinks, 
is included in the analysis as a means of reducing the heat-sink 
height. Solutions are obtained by separately treating the fluid 
flow in the heat sink and chimney, and then matching pressure 
and velocity boundary conditions. In the following section, the 
analytical methodology is described, followed by a presentation 
and discussion of results. 

2 Theory and Analysis 
The problem geometry shown in Fig. 1 depicts a system with 

a pin-fin heat sink located beneath a chimney. The pin fins are 
circular in cross section. The total height H, width W, and 
length L (not shown) of the heat-sink/chimney system are fixed. 
For pin fins of sufficient length L, two-dimensional flow in the 
X — Y plane of Fig. 1 can be assumed. A total amount of heat Qto, 
is distributed uniformly among the pin fins, and the quiescent 
atmosphere outside the system is assumed to be isothermal at 
To with a hydrostatic pressure variation P = P0 ~ p0gX. Note 
that under the foregoing assumptions, the unfinned basal area 
of the heat sink is considered adiabatic. 

The local pin-fin geometry, shown in Fig. 2, is defined by 
the fin diameter D and the fin spacing S. In general, the fin 
array may be aligned, as shown in Fig. 2, or staggered. Based 
on the work of Zografos and Sunderland (1990) for free-con
vection systems, only square aligned arrays are considered in 
the present work. 

The working fluid (air) undergoes a series of processes in 
Fig. 1. Fluid is first inducted from the quiescent atmosphere into 
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Fig. 1 Two-dimensional heat-sink/chimney system 

the heat sink in process 0-1. In process 1-2, heat is transferred to 
the fluid while it is acted upon by viscous forces in the heat 
sink. The flow then proceeds through the chimney in process 
2-3 and finally dissipates its acquired energy in the external 
atmosphere. 

In order to obtain an analytical solution, several key assump
tions are needed: 

1 The flow inside the heat sink is two-dimensional in the 
X - /plane of Fig. 1, and the drag and heat transfer characteris
tics are reasonably described by forced-convection correlations. 
Further, a minimum fin surface efficiency of 85 percent is en
forced for all results presented here to ensure a nearly uniform 
temperature along the length of each fin. 

2 The flow outside the heat sink (processes 0-1, 2-3, and 
3-0) is incompressible and inviscid. 

Of 

Fig. 2 Local pin-fin geometry 

3 The fin surfaces are the only surfaces through which heat 
is transferred. 

4 Radiative heat transfer to the surroundings is negligible 
due to the shroud surrounding the heat sink (Sparrow and Vem-
uri, 1985). 

With the foregoing assumptions, the following sections de
scribe the procedure for producing solutions. 

2.1 Fluid Flow Analysis. Fluid flow in the heat sink is 
analyzed by considering an integral momentum equation. An 
exact Navier-Stokes solution is not possible. However, an over
all force balance for the heat sink can be written as 

/., = £ * + r pgdX 

where 

T = (j,UL 

(1) 

(2) 

and U is the vertical freestream velocity just below the heat-
sink entrance. In Eq. (1), n is the number of pin-fin rows in 
the streamwise (vertical) direction. Note that the velocity U 
can also be considered an average velocity over the entire heat 
sink volume, including the fluid and solid regions. The left side 
of Eq. (1) is the pressure force. The first term on the right side 

N o m e n c l a t u r e 

A, B = constants in Eq. (13) 
Co, Ci = drag parameters, see Eq. (12) 

Ct = parameters in Eq. (20), ;' = 1, 
2, 3,4 

D = pin-fin diameter (m) 
D* = dimensionless pin-fin diameter, 

D/H 
J = dimensionless drag force, see 

Eq. (2) 
FD = drag force per cylinder 

(kg mis2) 
g = gravitational acceleration 

(m/s2) 
H = total system height (m), see Fig. 

1 
HH = heat-sink height (m), see Fig. 1 
H% = dimensionless heat-sink height, 

H„IH 
kf = fluid thermal conductivity (W/ 

mK) 
k0 = drag factor, see Eq. (11) 
Ki = parameters in Eq. (22), (' = 1, 

2, 3 
L — fin length (m) 

L* = dimensionless fin length, LIH 
n = number of pin-fin rows 

P = fluid pressure (Pa) 
Pr = Prandtl number, via 

Qtot = total heat flow (W) 
71 = dimensionless thermal resistance, 

0/Ra 
Ra = modified Rayleigh number, 

{gPQMH2lvakf) 
Re = Reynolds number based on fin di

ameter, UDIv 
S = pin-fin spacing (m), see Fig. 2 

S* = dimensionless pin-fin spacing, 
SID 

T = temperature (K) 
U = volume-averaged vertical velocity 

(m/s) 
W = heat-sink width (m), see Fig. 1 

W * = dimensionless heat-sink width, 
WIH 

Greek Symbols 
a = thermal diffusivity (m2/s) 
P = coefficient of thermal expansion 

(1/K) 
r = chimney contraction ratio 

Of-b 

= dimensionless fluid 
temperature rise, (g{3(T2 -
Ta)H

2lva) 
= dimensionless fluid-to-base 

temperature rise, (g/3(Tb -
Tf)H

3/va) 
#max = maximum fluid-to-base 

temperature rise, 0o-2 + fy-b 
K = ratio of solid-to-fluid thermal 

conductivities 
v = fluid kinematic viscosity 

(m2/s) 
p = fluid density (kg/m3) 
4> = heat-sink porosity, (fluid 

volume in heat-sink)/(total 
volume fluid + solid) 

Subscripts 

0, 1, 2, 3 = system location, see Fig. 1 
ave = average 

b = heat-sink base 
/ = fluid 

ideal = ideal 
max = maximum 
min = minimum 
opt = optimal 
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represents the drag force from the pin-fin array, and the second 
term represents the buoyancy force. In Eq. (2) , J7 is a dimen-
sionless drag per unit length, the specific form of which is 
discussed in Section 2.2. 

The buoyancy term of Eq. (1) can be evaluated by using a 
Boussinesq approximation, in which density in the energy equa
tion is assumed constant. Consequently, the uniform distribution 
of heating in the heat sink produces a nearly linear fluid temper
ature rise. The fluid force balance then becomes 

Py~Pi = 
TlxUn 

+ PogHH i - i / 3 ( r 2 - r 0 ) (3) 

where /3 is the volumetric thermal expansion coefficient. 
For chimney problems, the pressure drop Pi - P2 can also 

be calculated by analyzing the flow outside the heat sink. Fisher 
et al. (1997) previously analyzed the flow in the chimney and 
quiescent atmosphere as a series of incompressible Bernoulli 
processes. In the analysis, the dynamic head loss at the heat 
sink entrance is considered negligible due to the smooth con
traction of the inflow streamlines. Conversely, the entire dy
namic head of the flow at the chimney exit is assumed to be 
lost (Moore, 1976). For the outside flow loop, the pressure 
drop becomes 

Pi-P2 = -fi f/2r2 + PogHH 

+ pagp{H - HH)(T2 - T0) (4) 

where F is the ratio of cross-sectional flow areas at locations 2 
and 3 of Fig. 1 and density variations have been included only 
in the buoyancy term. 

Equations (3) and (4) provide separate expressions for the 
pressure drop P, - P2. By equating the expressions, we arrive 
at a dimensional form of the draft equation 

g^(//- / /„J ( r 2_ r o ) = J R e ng + l R e 2 r 2 (5) 

where Re = UDIv. The temperature rise T2 ~ T0 and fluid 
velocity U are related by overall energy conservation 

PoLWUc„(T2 - T0) = QK (6) 

where again, density is assumed constant throughout the heat 
sink. Upon combining Eqs. (5) and (6), and using n = HHIS, 
the dimensionless draft equation becomes 

2.2 Drag Model. Various drag models have been pro
posed for flow over arrays of cylinders and circular pin fins 
(Ergun, 1952; Sangani and Acrivos, 1982; Gaddis and Gnielin-
ski, 1985; Nield and Bejan, 1992; Shaukatullah et al., 1996). 
Bejan and Morega (1993) used the porous media Carman-Ko-
zeny model in optimizing forced convection heat transfer from 
pin-fin arrays. However, for the present study, we find that the 
pore Reynolds number, Re$/(1 - </>), generally falls in the 
range 102 - 103, which exceeds by at least an order of magni
tude the criterion for Darcy flow in a porous medium (Bejan 
and Morega, 1993). 

Due to the absence of an existing drag model for high-poros
ity moderate Reynolds number flows, a drag correlation is de
veloped in the present work. While the final form of the model 
is new, it is based on a combination of existing models. First, 
we assume that the porosity dependence of the model follows 
that predicted by the creeping-flow model of Sangani and 
Acrivos (1982): 

f=k0(d>) = 4 T T 
-0 .5 In (1 - <f>) + 0.262 - 4> 

-0.887(1 - 4>)2 + 2.038(1 - 0 ) 3 

(11) 

Second, inertial effects are included with an Ergun-type correla
tion 

J = c0 + cx Re (12) 

where the second term accounts for inertial effects. We also 
utilize the results of Koch and Ladd (1997) for random arrays 
that show d ~ c0 /(l — <t>). Finally, we assume that c0 ~ 
k0(<p), and the resulting drag model becomes 

T = AkoW) + B ^ R e 
l - 4> 

(13) 

where A and B are constants. 
The numerical data of Koch and Ladd (1997) were used to 

estimate the values of A and B in Eq. (13). A regression analysis 
was performed over the ranges 80 percent =s 4> s 97.5 percent 
and 4 s R e < 120 to determine the values A = 1.15 and B = 
2.3 X 10 ~4. The resulting errors are less than eight percent as 
compared to the reference numerical solutions. Figure 3 pro
vides a graphical comparison of the present model with Koch 
and Ladd's data. Clearly, the proposed model closely matches 
the computational results for high porosities, <f> > 80 percent, 
over a wide range of Reynolds numbers. 

R a ^ ( 1 - t f g / 2 ) _ ^ R e 2 + i r 2 R e 3 

W*L*Pr2 D*S*2 2 

where 

Ra = 
vakf 

(8) 

HH W 
Hfi = — , W* = —. 

H H 
L*= — , D* —, S* = - . (9) 

H H D 

The modified Rayleigh number Ra is a measure of the buoyant 
forces in the system, and for in-line arrays, the dimensionless 
fin spacing is related to the porosity by 

S*(tf>) = VTT/[4(1 - 4>)] . (10) 

The dimensionless draft equation, Eq. (7), is central to the 
present work. In the following subsection, an empirical expres
sion for the drag force y is developed, and subsequently, the 
draft equation is used to find an expression for the volume-
averaged velocity U through the heat sink. 

80 i i i i i i i 

70 

60 : 
4> = 80% 

>< —. 
x x 
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Drag, .F40 
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Fig. 3 Dimensionless drag, T, as a function of Reynolds number, Re, 
and porosity, tf> 
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2.3 Draft Equation. The draft equation, Eq. (7), can now 
be updated to include the drag model of Eq. (13). Upon combin
ing the two equations and using A = 1.15 and B = 2.3 X 10"4, 
we find 

Ra£>*3(i - mm _ , ^kowm 
W*L* Pr2 = 1.15 

D*S*2 Re2 

2.3 X 10" 
D*S*2(1 - <f>) 2 

Re3 . (14) 

An analytical solution to Eq. (14) exists for the Reynolds num
ber in the form Re = Re[Ra/(W*L*), Pr, H%, £>*, <j>, T], and 
can be found with symbolic algebra software. Thus, the draft 
equation can be solved for the volume-average velocity, U, in 
the heat sink. Then, using Eq. (6) , the mixed-mean temperature 
rise of the fluid is 

RaD* 1 

W*L*PrRe 
(15) 

where 90-2 = gP(T2 - T0)H
3/(ua). 

2.4 Heat Transfer Analysis. The local heat transfer coef
ficient from arrays of pin fins can be obtained from tube-bundle 
correlations, which, like isolated-cylinder correlations, usually 
take the form Nu ~ Re"1. For moderate Re flows, m is a constant 
in the range 0.4 < m < 0.5. The close correspondence of tube-
bundle correlations with isolated cylinder correlations affirms 
the suitability of tube-bundle correlations for the present case 
of high-porosity arrays of pin fins, which in the limit </> -» 1 
become isolated cylinders. The following correlation recom
mended by Zukauskas (1987) for 1 =s Remax < 100 is used 

Nu = 0.9 R e " Pr 

where, for square in-line arrays, 

Re„ 
S* - 1 

Re. 

(16) 

(17) 

With the assumption of two-dimensional flow and a uniform 
heat transfer coefficient over the array of pin fins, the tempera
ture rise from the bulk fluid (7}) to the heat-sink base (Tb) can 
be described by a fin model. Using the correlation of Eq. (16) 
and an adiabatic fin-tip model, the temperature rise becomes 

0.671 

Vf-b - -

Ra S*2Z>* 

/ /cReSlPf .0.36 tanh 
1.90L' 

D* 

fRf.0-4 P r 0 3 6 
(18) 

where 0f^h = [gp(Tb - Tf)H
3]/(va) defines a dimensionless 

temperature and K is the ratio of solid-to-fluid thermal conduc
tivities. The parametric dependence of the fluid-to-base temper
ature rise can be expressed as 8f-b = 6f-b (Ra/W*, Pr, K, 
H%, L*, D*, <fi, T), where S* has been replaced by a function 
of 0f romEq. (10). 

For many heat transfer applications, the maximum solid tem
perature is the critical thermal parameter. In the following sec
tions, we consider the effects of independent variables on the 
maximum base temperature #max, which occurs at the top of the 
heat sink (location 2 in Fig. 1). The maximum temperature can 
be expressed as the sum of the fluid temperature rise and the 
fluid-to-base temperature rise as 

Ra 
, Pr, K, H%, L*, D*, <j>, T 

Ra 
W*L* 

Pr, H%, D*, <t>, r 

Of-b 
Ra 
W* 

Pr, K, H%, L*, £>*, 4>, T (19) 

According to the foregoing equation, the maximum temperature 
depends on eight independent variables. In subsequent sections, 
we will focus on three of the independent parameters, namely 
H%,D*, and cj>. 

The functional dependencies appearing in Eq. (19) may be 
somewhat misleading, because the terms on the right side de
pend on the Reynolds number. Thus, the draft equation, Eq. 
(14), must be used to solve for the Reynolds number before 
Eq. (19) can be applied. The following procedure is used to 
solve for the maximum temperature rise: 

• Solve Eq. (14) for the Reynolds number, Re. 
• Substitute the value of Re into Eq. (15) to solve for the 

fluid temperature rise, #0-2 • 
• Substitute the value of Re into Eq. (18) to solve for the 

fluid-to-base temperature rise, 6f-b. 
• Substitute the values of #0-2 and 8f-b into Eq. (19) to solve 

for the maximum temperature rise, #raax. 

2.5 Optimization. With an analytical solution from the 
foregoing sections, we can now differentiate the solution and 
obtain optimal configurations. The goal is to minimize the maxi
mum base temperature #raax while varying the pin-fin diameter 
D* and the porosity 4>-

Noting that both the fluid temperature rise $0-2 &rid the fluid-
to-base temperature rise 9f^b depend on the Reynolds number 
(see Eqs. (15) and (18)), the first step in the optimization is 
to differentiate the dimensionless draft equation, Eq. (14). 
Then, the partial derivative of Re with respect to D* can be 
determined as 

3C„D*2 + - % R e 2 + - ^ r R e 3 

d Re D*2 D*2 

where 

dD* 2 ^ R e + 3 ( ^ + C4 

D* ID* 

c, = 

(20) 
Re2 

C3 = 

Ra(l-ffj$/2) 
W*L* Pr2 ' 2 

\A5k0m 
S*2 

2.3 X lO'Xtf^ 
S*2(l - 4>) ' 

c4 = -r2. 
2 

(21) 

Similarly, the derivative of Re with respect to 4> is expressed 
as 

9 Re 

d<j) 

\ S*3 # 
Kj dk0 dk0 

—7 ReA2 — 
S*2 d<p d(j) 

where 

2KX - ^ + Re(3£0tf2 + 3 ^ ) 
S* 

v 1.15#j? v 2.3 X 10-4#j$ 

(22) 

D* D*(ir/4) 

K, = -r2 (23) 

In Eq. (22), the derivatives of S * and kQ with respect to <f> can be 
determined by differentiating Eqs. (10) and (11), respectively. 

The derivatives of the maximum base temperature with re
spect to D* and </> can be calculated by differentiating Eq. (19). 
The resulting lengthy expressions involve derivatives of Re, k0, 
and S*, which are analytical, as shown above. We can thus 

636 / Vol. 120, AUGUST 1998 Transactions of the ASME 

Downloaded 10 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



obtain analytical solutions, not included here for brevity, for 
the derivatives of the maximum base temperature. 

To find optimal solutions, the derivatives 88maJdD* and 
96maJd4> are set to zero, and the corresponding D* and <fr are 
designated as optimal values 0?pt and <f>opl. In the present work, 
the secant method is used to numerically compute optimal val
ues to four significant figures. Note that the parameters can be 
optimized individually or in tandem. There are merits to each 
approach. For instance, one may be constrained by manufactur
ing constraints to use a specific pin-fin diameter, in which case 
only the porosity is optimized. 

3 Results and Discussion 
In the following paragraphs, the analytical solution is com

pared to existing experimental data. Then, the pin-fin diameter 
and porosity are optimized individually and in tandem. 
Throughout the latter section, the chimney effect is studied to 
determine its potential benefits in reducing the height and weight 
of the heat sink. 

3.1 Comparison With Previous Work. Limited experi
mental or numerical data exist for free convection from in-line 
pin-fin arrays. Further, we have found no existing work on 
chimney enhancement from such heat sinks. However, the work 
of Zografos and Sunderland (1990) can be used to confirm the 
present model's predictions for a high-porosity configuration. 
Zografos and Sunderland (1990) conducted experiments, in 
which radiation was found to be insignificant, on heat sinks 
with porosities of 0.60, 0.77, and 0.90. Uniform heating condi
tions were experimentally confirmed in the experiment. Because 
of the present work's high-</> assumption, only the data for <j) 
= 0.90 are relevant here. 

Figure 4 illustrates the variation of average heat-sink temper
ature rise #ave with the modified Rayleigh number Ra. Close 
agreement is observed over the range of Rayleigh numbers. The 
present model generally underpredicts the temperature rise by 
about ten percent. Some disagreement is expected because the 
experimental fin configuration was aligned in the stream-wise 
direction, but staggered in the span-wise direction. Also, a de
parture from two-dimensional flow may have been present in 
the experiment, as a shroud at the fin tips was not used. Despite 
the physical inconsistencies, the present model properly predicts 
both the magnitude of the temperature rise and its dependence 
on buoyancy through the Rayleigh number. 

3.2 Regime Maps. The effects of porosity and pin-fin 
diameter on the maximum temperature rise are shown in the 
contour graphs of Fig. 5. The data in the figure were obtained 
with fixed values Pr = 0.7, K = 7.5 X 1 0 \ L* = 0.2, and T 
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= 1. Figure 5(a) shows a system without a chimney (H% = 
1) and Ra = 109. The figure shows a pronounced region of 
minimum temperature rise traversing from the upper left to the 
lower right portion of the figure. In this optimal region, the 
temperature rise varies by less than ten percent. The optimal 
region is broad, covering porosity variations of up to five per
cent for a given pin-fin diameter, and diameter variations of up 
to 60 percent for a given porosity. Similar behavior is observed 
in Fig. 5(b) for a chimney system (H% = 0.5) and Ra = 1010. 

The optimal region of Fig. 5 reflects the best compromise 
between heat-transfer surface area and the local heat transfer 
rate from the fins. As the porosity or pin-fin diameter decreases 
away from the optimal region, the surface area increases, but the 
Reynolds number decreases, causing lower local heat transfer 
coefficients. Conversely, as the porosity or pin-fin diameter in
creases away from the optimal region, the local heat transfer 
coefficient increases, but the surface area is diminished. 

A significant observation from Fig. 5 is that the pin-fin diame
ter and heat-sink porosity are strongly coupled in the search for 
optimal geometries. In general, larger pin-fin diameters produce 
smaller optimal porosities. This result can be explained by con
sidering the functional dependence of the total heat-transfer 
area, Afins ~ H%( 1 - <fr)/D*. Using a simplified analysis, Bejan 
and Ledezma (1996) suggested that there exists an optimal 
heat-transfer area for free-convection systems. To maintain a 
constant heat-transfer area for the present problem, the porosity 
must decrease as the pin-fin diameter increases. Considering 
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the optimal region in Fig. 5, the concept of a constant heat 
transfer area is valid in an approximate sense. 

3.3 Single-Parameter Optimization. The regime map of 
Fig. 5 suggests that the temperature rise can be minimized with 
respect to the heat-sink porosity and the pin-fin diameter. For 
many designs, either of the foregoing parameters may be fixed. 
For instance, the pin-fin diameter may be fixed by manufactur
ing constraints, or the porosity may be constrained by weight 
considerations. 

In the case of fixed pin-fin diameter, the temperature rise can 
be minimized with respect to the heat-sink porosity as described 
in Section 2.5. Figure 6(a) illustrates the variation of the opti
mal porosity for a system without a chimney (H% = 1) and for 
several pin-fin diameters. The optimal porosity decreases with 
increasing Rayleigh number. Thus, as the buoyancy force in
creases, the compromise between surface area and local heat 
transfer shifts in favor of surface area. Similar behavior has 
been predicted for forced convection (Bejan and Morega, 
1993), where the driving force is the applied pressure gradient. 

For chimney systems (Fig. 6(b)) the optimal porosities are 
less than those for systems without chimneys (Fig. 6(a) ) . 
Again, the effect can be explained through the concept of heat 
transfer surface area. As a portion of the heat sink is replaced 
by a chimney, the total surface area for heat transfer decreases. 
In order to recoup some of the lost area, the optimal chimney 
system's porosity decreases. 

The effect of the pin-fin diameter on the optimal porosity 
may explain some of the apparent inconsistencies in previous 
work. Zografos and Sunderland (1990) used 0.017 < D* s 
0.034 and found an optimal porosity of about 0.90 (although 
higher-porosity heat sinks were not considered). Conversely, 
Sparrow and Vemuri (1985) used D* = 0.08 and found an 
optimal porosity of about 0.85. Figure 6, in which decreasing 

optimal porosities are shown for increasing pin-fin diameters, 
provides some insight into the apparent disagreement. In gen
eral, the pin-fin diameter of a free-convection heat sink should 
be established before calculating the optimal porosity. 

The temperature rise can also be minimized with respect to 
the pin-fin diameter, when the heat-sink porosity is fixed. Figure 
1(a) illustrates the variation of the optimal pin-fin diameter for 
a system without a chimney and for several porosities. Again, 
as the buoyancy force increases, the compromise between sur
face area and local heat transfer shifts in favor of surface area, 
producing smaller optimal diameters for a given porosity. 

For chimney systems (Fig. 1(b)) the optimal pin-fin diame
ters are less than those for systems without chimneys (Fig. 
1(a)). Again, the effect can be explained by considering the 
total surface area for heat transfer, Afins ~ H%(\ - 4>)/D*. As 
the heat-sink height H% decreases, the pin-fin diameter D* 
decreases to partially compensate for the lost area. 

3.4 Upper Limits of Heat Transfer. Having shown that 
the heat-sink porosity (j> and the pin-fin diameter D* can be 
individually optimized, we now focus on optimizing both simul
taneously. The objective here is not to provide extensive design 
curves for optimal designs, but rather, to define the upper limits 
of heat transfer, using optimization as a tool. 

The results of a dual-parameter optimization are shown in 
Fig. 8. In the dual-parameter optimization, the variations of 
Z)*p, and </>opt with respect to Ra/W* are similar to those of the 
single-parameter optimization. In general, the optimal pin-fin 
diameters are smaller than those commonly used in actual appli
cations, while the optimal porosities are larger than usual. 

The variation of the maximum temperature rise with respect 
to the heat-sink height is shown in Fig. 9. In the figure, 0raax,opl 
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r = 1. 
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represents the maximum temperature rise under optimal geo
metric conditions, D* = DJpI and <l> = <j>ofl. In other words, 
#max,oPt represents the minimum value of the maximum heat-sink 
temperature rise. The variation of 0max,„pl with H% is shown for 
several Rayleigh numbers. Figure 9 illustrates that #max,oP1 varies 
only slightly (less than ten percent) with the heat-sink height 
for all Rayleigh numbers considered. The invariance of c?raax,0pt 
with H% suggests that, for a system of fixed overall height H, 
a portion of the heat sink can be replaced by a chimney without 
compromising thermal performance. 

Finally, we compare the present results with previous work 
on plate-fin heat sinks to ascertain the upper limits of heat 
transfer from free-convection systems. Fisher et al. (1997) ana
lytically studied free convection from isothermal parallel-plate 
fins and showed that a ridge of maximum heat transfer exists 
when the plate spacing and heat-sink height H% are varied. The 
ridge described by Fisher et al. (1997) is analogous to the 
invariance of 0max,Opt with respect to H% (see Fig. 9) in the 
present study. 

Because the previous work on plate fins considered isother
mal boundary conditions, a direct comparison to the present 
work is not possible. However, a minimum thermal resistance 
can be defined as follows to provide an approximate basis of 
comparison 
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Fig. 9 Maximum temperature rise under optimal conditions 0max,opt as a 
function of the heat-sink height tyj and the modified Rayleigh number 
R a W . Pr = 0.7, K = 7.5 x 103, L* = 0.2, r = 1. 

rn ^avc.opt ^ - * ave.opt"*/ 

Ra fi.o. 
(24) 

where ATave]0pt is the average temperature difference between 
the heat sink and the external ambient fluid. For the case of 
isothermal plates, Arave,0pt is simply the difference between the 
plate and ambient temperatures. For pin-fins, ATave,opt is taken 
as the temperature at the vertical midpoint of the heat-sink base. 
In both cases, optimal geometric configurations are used. Noting 
that the "optimal" temperature for pin-fin heat sinks varies 
only slightly with heat-sink height (see Fig. 9), a representative 
value of Hfi = 0.6 has been, chosen for the comparisons with 
other types of heat sinks. 

Fisher et al. (1997) showed that the optimal ridge for plate-
fin heat sinks, assuming high-conductivity infinitesimally thin 
fins, is described by 

2C,, = [0.22 Ra Pr(L*W*)2Y (25) 

A similar equation may be obtained by assuming ideal heat 
transfer with in viscid flow. Consider a chimney system in which 
all heat transfer occurs at the entrance. Taking the solid-to-fluid 
temperature rise within the infinitesimally thin heat sink to be 
zero, the contraction ratio T to be unity, and assuming zero 
pressure drop across the heat sink, Eq. (4) becomes 

0 = ^ p U2 + pQg(3H(T2 ~ T0). (26) 

Then, using the energy balance of Eq. (6) and dimensionless 
variables, Eq. (26) can be written as 

3Ui*tau = [2RaPr(L*W*)2r (27) 

The only difference between Eqs. (25) and (27) is the numeri
cal coefficient preceding Ra. Thus, the minimum thermal resis
tance of the plate-fin system is a factor of (2/0.22)"3 = 2.1 
higher than the ideal system. For pin-fin systems, a concise 
equation describing the minimum thermal resistance has not 
been derived due to the numerical nature of the optimization 
procedure. Thus, the minimum resistance is computed using a 
representative heat-sink height as described above. 

In Fig. 10, the variation of the minimum thermal resistance 
ft,™,, with the modified Rayleigh number Ra is shown for opti
mal pin-fin and plate-fin systems, as well as the ideal system. 
The figure shows that the pin-fin results closely match those 
of the previous plate-fin work. Thus, under optimal geometric 
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Fig. 10 Minimum thermal resistance K̂ m as a function of the modified 
Rayleigh number Ra. Pr = 0.7, « = 7.5x 103, IV* = 1, L* = 0.2, r = 1. 
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conditions, the present results suggest that plate fins and pin 
fins can produce roughly equivalent thermal performance. Fur
thermore, the minimum thermal resistance of both heat-sink 
types is limited to about twice the ideal thermal resistance de
scribed by Eq. (27). 

The foregoing results can be used in the design of cooling 
systems. For instance, one can use !R,nin » 2Kmjnidelll, with 
^min.ideai obtained from Eq. (27), to determine whether or not a 
conventional heat sink in free convection will provide sufficient 
cooling for a given application. 

4 Conclusions 

The analytical nature of the present work allows broad param
eter variations and a semi-analytical determination of optimal 
geometries. The results show that, for electronic packaging ap
plications, the optimal heat-sink porosities are generally greater 
than 90 percent. However, the optimal porosity is strongly de
pendent on the pin-fin diameter, as shown in Fig. 6, with the 
optimal porosity decreasing with increasing pin-fin diameter 
and Rayleigh number. 

The chimney effect was shown to enhance local heat transfer 
such that the minimum temperature rise remains approximately 
invariant while the height of the heat-sink relative to the total 
system height is reduced (see Fig. 9). In effect, this phenome
non would allow a designer to reduce the total heat-sink volume 
and weight without compromising thermal performance. 

The present work has shown that the design of pin-fin heat 
sinks can be optimized by properly choosing the pin-fin diame
ter and the heat-sink porosity, and the resulting optimized heat 
transfer describes the limits of free-convection cooling. Also, 
when optimized, both plate-fin and pin-fin heat sinks can pro
duce roughly equivalent thermal performance. The minimum 
thermal resistance for conventional heat sinks was shown to be 
about two times higher than the ideal limit based on inviscid 
flow with idealized local heat transfer. Consequently, thermal 
design engineers can assess the feasibility of free-convection 
cooling more easily and rapidly. 
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Near-Wall Microlayer 
Evaporation Analysis and 
Experimental Study of 
Nucleate Pool Boiling 
on Inclined Surfaces 
Boiling heat transfer from inclined surfaces is examined and an analytical model of 
bubble growth and nucleate boiling is presented. The model predicts the average 
heat flux during nucleate boiling by considering alternating near-wall liquid and 
vapor periods. It expresses the heat flux in terms of the bubble departure diameter, 
frequency and duration of contact with the heating surface. Experiments were con
ducted over a wide range of upward and downward-facing surface orientations and 
the results were compared to model predictions. More active microlayer agitation 
and mixing along the surface as well as more frequent bubble sweeps along the 
heating surface provide the key reasons for more effective heat transfer with down
ward facing surfaces as compared to upward facing cases. Additional aspects of the 
role of surface inclination on boiling dynamics are quantified and discussed. 

Introduction 
Boiling heat transfer along inclined surfaces arises in a 

variety of important industrial applications. For example, ma
terials processing technologies encounter boiling problems 
during quenching mechanisms. Industrial problems involving 
chemical processing, pressure vessel transportation, plant 
thermalhydraulic problems, and electronic equipment design 
are further examples where boiling heat transfer on inclined 
surfaces occurs. In pool boiling problems, the fluid is initially 
quiescent near the heating surface and subsequent fluid motion 
arises from free convection and the circulation induced by 
bubble detachment and buoyancy. As the wall superheat, AT, 
increases (i.e., difference between wall and saturation temper
ature), the free convection and nucleate, transition, and film 
boiling modes along the boiling curve (Incropera and Dewitt, 
1996) may be observed. A comprehensive historical review 
of the physical understanding of boiling phenomena is pro
vided by Nishikawa (1984). 

In the nucleate boiling region, vapor bubbles form and grow 
at nucleation sites on the surface. Early studies by Corty and 
Foust (1955) postulated that initial bubbles emerge from cavit
ies where a gas or vapor phase already exists. As further heating 
occurs, more vapor forms and eventually a bubble emerges and 
departs from the cavity. Carey (1992) has reported that bubble 
growth occurs from evaporation of a liquid microlayer under 
or around the bubble and researchers such as Judd and Hwang 
(1976) have verified this mechanism. Studies by Han and Grif
fith (1965) postulated that each bubble carries away liquid su
perheat from a surrounding region 2Db {Dh = bubble diameter) 
and heat transfer in the order of natural convection occurs be
tween bubbles. Tien (1962) suggested that a boundary layer 
forms over the ascending bubble. After the bubble detaches, 
the liquid surges into the cavity and its higher heat capacity 
and conductivity leads to an increase in the local heat transfer 
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mental, Heat Transfer. Associate Technical Editor: M. Sohal. 

rate. The liquid flow over the cavity traps the vapor remnant 
which then acts as the source for the next bubble. As the nucle
ation site density increases with further heating, discrete bubbles 
change to continuous vapor columns due to bubble coalescence; 
circulating liquid flows downward towards the surface between 
these vapor columns. 

Many simultaneous mechanisms occur during bubble forma
tion. At low (near or subatmospheric) pressures, major contri
butions to the heat flux occur when the microlayer evaporates 
and colder liquid rushes into contact with the heating surface. 
However, Cooper (1969) showed that at pressure above 1 atm 
for fluids such as water, hydrocarbons, and cryogens, this micro-
layer evaporation has a less significant influence on heat transfer 
in comparison to other effects such as sensible heat transfer. 
Researchers such as Liaw and Dhir (1989) have identified dis
tinct regions of vapor transport for boiling on vertical and hori
zontal surfaces: (i) wall-dominated, (ii) intermediate, and (iii) 
vapor flow regions. Additional studies for vertical surfaces by 
Vijaykumar and Dhir (1992) employed holographic and inter-
ferometric techniques and observed the presence of ripples and 
waves along a finite vapor layer near the surface. Thermocapil-
larity may also occur. In subcooled liquids, small temperature 
differences across the bubble, due to evaporation on the hot 
side and conduction on the cold side, may lead to varying sur
face tension at the bubble's edge thereby inducing convection 
currents in the surrounding liquid and expediting microlayer 
evaporation. The relative importance of these simultaneously 
acting mechanisms is not well expressed by current theories 
despite significant recent approaches (i.e., see Mei, Chen, and 
Klausner (1995a, b) ) . 

The influence of orientation on the nucleate boiling processes 
has only been recently examined. Jung, Venart, and Sousa 
(1987) as well as Hendradjit (1996) extended Rohsenow's 
(1952) early correlations to inclined surfaces. Fujita et al. 
(1988) also studied nucleate boiling between inclined rectangu
lar surfaces. If the gap size between the surfaces decreases 
below a critical width, then heat transfer decreases because the 
liquid contact with the surface is obstructed by a compressed 
vapor layer near the surface. For inclined surfaces, bubble 
growth begins in a cavity and the bubble formed begins to slide 
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Fig. 1 (a) Buble growth schematic for inclined surfaces and (fa) w and z-planes 

along and away from the cavity's upper edge (Fig. 1 (a) stages 
A - D ) . As the bubble expands and detaches from the wall, the 
lower vapor-liquid interface advances into the cavity (stages 
D - E ) . Adjacent bubbles rise under the action of buoyancy and 
merge with the remaining gas phase in the cavity (stages E -
F) . The newly formed larger bubble expands and moves along 
the surface (stage F) . Then the wake of the passing bubble then 
mixes with the microlayer over the cavity and initiates the next 
sequence of bubble growth (stage G). 

Heat transfer during nucleate boiling is generally attributed 
to transient conduction to the superheated liquid layer in 
contact with the heating surface and evaporation of the liquid 
layer beneath the growing bubble (Mikic and Rohsenow, 
1969). Complicated interactions between these processes, 
such as bubble coalescence and vapor column interactions, 
have unfortunately limited analytical predictions of such boil
ing processes. Early work by Rohsenow (1952) predicted the 
effects of surface tension and pressure on nucleate boiling 
heat transfer. Vachon, Nix, and Tanger (1968) have modified 
Rohsenow's empirical exponents and other influences (i.e., 
surface conditions) have prompted different coefficients. 
Plesset and Zwick (1954) predicted bubble growth rates but 
these studies did not examine the resulting coupling with heat 
transfer. Nishikawa et al. (1984) defined liquid and vapor 
periods during which one-dimensional conduction solutions 
were applied for predictions of the nucleate boiling heat flux. 
Transient bubble growth and phase interface curvature were 

not considered in the heat transfer analysis. Mikic and Roh
senow (1969) also considered one-dimensional conduction 
to the liquid after bubble departure and expressed the average 
heat flux in terms of an empirical correlation for the fre
quency of bubble departure. Bhat, Prakash, and Saini (1983) 
apply an additional energy balance across the entire liquid 
layer to account for transient liquid consumption due to latent 
heat transfer during vapor generation. This control volume 
balance effectively transmits the wall heat flux instantane
ously to the advancing liquid-vapor interface whereas an in
terfacial balance would instead balance the actual Fourier 
heat flux with the latent heat transfer rate at the phase inter
face. In the present work, the changing liquid layer thickness 
beneath the bubble is implicitly coupled with the temperature 
solution through boundary conditions at the wall and phase 
interface. 

The focus of this paper is thus a new model which predicts 
nucleate boiling heat transfer on inclined surfaces by an analysis 
of alternating near-wall liquid and vapor periods. Two-dimen
sional aspects of bubble growth are considered through a trans
formation between circular and unidirectional planar regions. A 
transient conduction analysis coupled with an interfacial energy 
balance predicts the overall heat flux. The results are compared 
with experimental data for steady-state methanol boiling along 
a flat surface at various orientations. Further information and 
understanding of the influence of surface inclination for nucleate 
and film boiling heat transfer is also provided. 

N o m e n c l a t u r e 

/ = frequency (1/s) 
k = conductivity (W/mK) 
h = convection coefficient (W/m2 K) 
L = latent heat (J/kg) 
t = time (s) 

T = temperature (K) 
q = heat flux (W/m2) 

x, y = position (z-plane) 

u, v = position (w-plane) 

Greek 
a = thermal diffusivity (m2/s) 
6 — bubble diameter (m) 
X = 6/(nat,) 
a = surface tension (N/m) 

6 = wall tilt measured from upward 
horizontal plane 

Subscripts 
/, v = liquid, vapor 
sat = saturation 
w = wall 
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Heat Transfer Formulation 
Rohsenow's (1952) early correlation is widely accepted for 

nucleate boiling predictions, 

Cl\Tw — /sat) 
C,f \fJ-iL/\g(pi - p„) 

Prs (1) 

where c,, L, p ; , a, p, and Pr refer to specific heat, latent heat, 
viscosity, surface tension, density, and Prandtl number, respec
tively. This correlation accounts for factors such as surface 
characteristics and fluid properties through the constants, Csf, 
r and s. Jung, Venart and Sousa (1987) have proposed modified 
coefficients for R-l l on surfaces inclined at an angle 8, 

r = 0.256 - 1.54 X 1O~40 + 1.778 X lCT^2 - 7.16 86>3 (2) 

C,,, = 7.218 - 1.74 X 1(T60. (3) 

These coefficients were obtained by correlating pool boiling 
data for inclined surfaces with the exponential form of Rohsen
ow's model in Eq. (1). 

The current work presents an alternative model based on a 
transient conduction analysis during the alternating periods 
where liquid and vapor (growing bubble) phases contact the 
heating surface. The assumptions employed in the analysis are 
(i) constant wall and bubble temperatures are maintained at Tw 

and Tm throughout the heating period; (ii) the proportion of 
time during which the surface is covered with a bubble is expo
nentially correlated to the degree of superheat between the initial 
appearance of bubbles and the onset of vapor slugs and columns; 
(iii) interference effects between adjacent bubbles are neglected 
except for a single correlation relating vapor phase duration to 
6 (inclination angle) and AT; (iv) the cavity width beneath a 
bubble is very much smaller than the bubble diameter; (v) the 
bubble shape may be approximated by a circular cross section; 
(vi) a lumped capacitance (negligible temperature gradient) 
approximation is valid within the growing bubble; and (vii) 
thermocapillarity effects on bubble growth are neglected. In 
addition, we will assume that two distinct regions in the problem 
(near-wall or inner diffusion-dominated layer and outer convec
tion region) can allow us to decouple the momentum and energy 
equations. Inertial effects and bubble mixing cannot be ne
glected from the problem, but it will be assumed that their 
influences arise mainly in the outer region. In this way, since 
the answer of interest (heat flux) is controlled strongly by mech
anisms in the inner region, we will examine the energy transport 
by transient conduction. Rather than a set of complicated in-
terfacial constraints for closure of the inner-outer region solu
tions, we will use instead an increased vapor duration to include 
enhanced bubble mixing and convection effects on the inclined 
surfaces. 

The vapor bubble initially emerges from a small cavity where 
a vapor phase already exists. In the present analysis, this grow
ing circular bubble is modelled through a bilinear transforma
tion (see Fig. 1(b)) between the w-plane (eccentric circular 
bubbles with radii a, 6) and the z-plane (one-dimensional planar 
regions) in complex coordinates. 

z = x + ly 

62 

a — 8J \u + v 
+ i 

ul + t r 
(4) 

where i = v — 1. Letting a -> °° (i.e., outer bubble approximates 
the wall), 

62u 
+ i 

62v 
(5) 

the w -plane or the position of the advancing liquid-vapor planar 
interface in the z-plane. The wall, v = 0, and the attached bubble, 
4M3 + 4(v - S/2)2 = 62, in the w-plane are mapped to the 
lines y = 0 and y = <5, respectively, in the z-plane. Thus, once 
temperature profiles are determined in the one-dimensional case 
(z-plane), inferences back to the growing bubble geometry in 
the w-plane can be obtained. 

The following correlations for the bubble departure diameter, 
frequency, and duration will be used in conjunction with the 
temperature results for subsequent predictions of the heat flux. 

Bubble Departure Diameter (Db) and Frequency ( / ) . 
Many correlations have been proposed for the bubble departure 
diameter, Dh, and most models are based on a balance between 
buoyant and surface tension forces at the instant of departure. 
A widely used model that provides close agreement with a wide 
range of experimental data is 

D„ 
;(pi - Pv) 

(Ja)5 
(6) 

where the empirical factor, C2 = 4.65 X 1CT4, and the Jacob 
number Ja = p,c,TSM/(p„L) have been employed for a close 
fit with experimental data for a variety of liquids (Mikic and 
Rohsenow, 1969). 

Previous studies on the bubble departure frequency, / , have 
generally identified two important regions: (i) the hydrody-
namic region where buoyant and drag forces are dominant and 
(ii) the thermodynamic region where heat transfer effects on 
bubble growth are dominant. Although correlations for / and 
D,, are not extensively documented, Cole's model (1967) has 
been widely used for predictions in the heat transfer region. 

fD„ = C3 
°~g(Pl ~ Pv) 

P? 
(7) 

In Eq. (5), 6 represents the diameter of the growing bubble in 

where C3 = 0.6 is an average value which best accommodates 
certain experimental data (Mikic and Rohsenow, 1969); studies 
indicate that the value varies between 0.15 < C3 < 0.6 (Cole, 
1967). The current work will show that the model's sensitivity 
to C3 is weak and the final steady-state heat flux results do not 
show a strong dependence on C3. Equation (7) will be used for 
the heat transfer region and it will be assumed that the bubble 
frequency, / , is interpreted as an average value over the entire 
heating surface. 

Direct Trigonometric Model. Experimental findings of Nis-
hikawa and co-workers (1984) have shown that the bubble 
departure frequency decreases as the surface approaches a 
downward-facing orientation (i.e., 6 -» 180 deg). This observa
tion arises mainly from a larger effective bubble departure diam
eter in Eq. (7) at higher angles as the bubble elongates along 
the heating surface. Therefore, we will attempt to directly mod
ify the above departure diameter, and thus indirectly influence 
the frequency, in order to account for stretching bubbles on 
inclined surfaces. Since the exact effects of surface angle are 
not well established (no general prediction method is available 
to the author's knowledge), the current approximation replaces 
g with g sin 6 in order to account for the changing gravitational 
effects in the force balance leading to Eq. (6). Although this 
simplification does not capture the detailed effects of bubble 
dynamics on inclined surfaces, it provides a useful first approxi
mation of the modified role of gravitational forces on departing 
bubbles. In addition, a more detailed analysis, including the 
angle-dependent roles of surface tension and contact angles, is 
provided in the following analysis. 

Angled Bubble Contour Model. In this case, consider a de
parting bubble along an inclined surface, with upstream and 
downstream contact angles varying with surface inclination (see 
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Fig. 1(a)) . The contact angle between vapor and liquid at the 
wall (radians), A varies from the upstream angle, j3u, to the 
downstream angle, A- Also, a linear approximation is employed 
for the variation of the contact angle along the circumference 
of the bubble base. 

A W = A-(A~-A,) <t> 
(TT/2) 

< TT/2 (8) 

A W = ft, - (A - A){<k *'2); T T / 2 < 0 < ^ (9) 
7T/2 

where <£ is the circumferential angle around the bubble base 
(rad) and /?„, = ( A + /3d)l2. In the current angled bubble 
model, it will be assumed that the departing bubble retains the 
same Jacob number dependence as Eq. (6). Also, based on a 
variety of experimental results reported by Stephan (1992) the 
contact angles are assumed to vary linearly from /? = 40 deg 
(up-facing) to a small angle, /? = 5 deg (down-facing), where 
further results will be presented in order to assess the model 
sensitivity to the latter value. 

Then, in a manner similar to the derivation of the earlier 
Rohsenow correlation, Eq. (6) , we can perform a force balance, 
including surface tension, weight and buoyancy forces, in order 
to estimate the effective diameter of the departing bubble on 
the inclined surface. The total surface tension force in the .re
direction along the front and back portions of the bubble, FayK, 
acting in the plane of the heated wall, can be represented in the 
following manner: 

2<T rs 
Jo 

cos [/3i(4>)] cos (4>)d<j) 

2ar„ J cos [ A W 1 cos ((/>)d(p 
J TT/2 

(10) 

where rs is the radius of the assumed circular bubble base. 
Performing the above integrations, including buoyancy and bub
ble weight terms, and rewriting the final force balance (x-direc-
tion) in terms of the bubble diameter, 

D„ = C, 
_g(Pl ~ Pv) 

(Ja)5 (A, - A) 
(cos A - cos A ) 

XPu - & ) ( ! - sin A ) + 2TT cos A 

( A -fa- 7T)(A, " A + 7T) 
(11) 

where the empirical factors have been obtained by comparison 
of the analogous horizontal wall result (similar y -direction force 
balance for 8 = 0 deg) to the earlier bubble departure diameter 
in Eq. (6). Alternatively, the above equation can be obtained 
from the horizontal wall result, Eq. (6) , by replacing g in the 
following manner. 

g -> g sin i 
(cos fl, - cos fljXfl, - fl, - TT)(/3U - 0d + TT) 

( A - A ) ( ( A - A ) d - sin A ) + 2TT cos pm) 

(12) 

The factor g sin 9 illustrates the basis for the earlier approxima
tion in the direct trigonometric model, and the current model 
effectively provides an additional g correction to account for the 
changing role of gravity in bubble stretching along the inclined 
surface. Varying contact angles and modified inclination-depen
dent forces on departing bubbles have been presented in this 
section as a possible prediction method for larger bubble depar
ture diameters (departure frequency decreases in Eq. (7)) on 
inclined surfaces. Despite its limitations with the detailed dy
namics of bubble coalescence and mixing, it will be shown 
that it still provides a reasonable and approximate method for 

capturing the overall aspects of stretching bubbles and heat 
transfer on inclined surfaces. 

Liquid and Vapor Period Durations (tt, t„). The propor
tion of time during which the surface is covered with bubbles 
varies between 0 percent (onset of nucleate boiling, subscript 
onb) and 100 percent (continuous vapor slugs or columns, sub
script sc). Assuming an exponential relationship in terms of 
the wall superheat, 

C4 / AT- ATonbV
w 

C, c4 
Ar sc - ATm 

where the specific values of the constants C4 and C5 in Eq. (13) 
will be determined by matching the limiting cases at ATonh and 
ATs,. to appropriate heat flux results. The exponent on the right 
side of Eq. (13), x> will be allowed to vary with surface inclina
tion, 9, in order to capture important bubble interaction pro
cesses. At a fixed AT, the duration and proportion of time 
during which vapor covers a particular location increases as 8 
increases. 

This trend may be attributed to two factors, corresponding 
to moderate and high surface angles. For example, slower cessa
tion of nucleating bubbles on downward-facing surfaces will 
increase the vapor period duration. Downward-facing surfaces 
inhibit bubble detachment because the bubble driving force for 
detachment and departure, upward buoyancy, is stalled by the 
opposing solid wall. In addition, at high inclination angles (i.e., 
9 -»• 180 deg), the opposing solid wall inhibits upward vapor 
motion and more bubbles must sweep along the surface. As a 
result, more upstream bubbles pass by any particular location; 
in other words, the overall proportion of time where vapor 
covers the location increases. The above effects act simultane
ously to prolong tv as 9 increases. 

The current analysis assumes that x(@) = (1 ~ 8/1&0)2. 
This formulation is based on earlier work by Nishikawa et 
al. (1984) where it was shown that the vapor period duration 
increases with surface inclination. The proportion of time during 
which a specific location is covered with a bubble is represented 
by the relative vapor proportion of total liquid and vapor peri
ods, and therefore, if the vapor period increases, it occurs at 
the expense of a shorter liquid contact time. In other words, if 
the above vapor contact time increases, then the relative propor
tion of liquid contact time is reduced at higher angles. In addi
tion, the experimental results (Nishikawa et al., 1984) indicate 
that the slope of the average vapor period with respect to the 
heat flux (or wall superheat in the nucleate boiling region) under 
a logarithmic scaling decreases in an approximately quadratic 
manner for increasing wall inclinations. 

The individual liquid and vapor periods will now be consid
ered. During the liquid period, sensible heat is extracted by 
transient conduction from the wall to the liquid. Bubbles then 
grow from surface cavities and the thin microlayer beneath the 
bubble evaporates during the vapor period. 

( i ) Liquid Period Analysis 
Heat transfer during the liquid period is governed by the 

transient conduction equation. 

d2T 

dy2 (14) 

r ( 0 , 0 = 7'w (15) 

dT _ 
dt ~ 

subject to T(y, 0) 

A similarity solution (Incropera and Dewitt, 1996) gives the 
temperature profiles and wall heat flux. 

T - Tw „ / y 

T — T 
1 sat 1 w 

= erf 
licit 

k(Tw - Tsat) 

•nat 

(16) 

(17) 
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At the end of the liquid period, the slope of the temperature 
profile is (Tsa - Tw)l{Tmt,. The initial condition for the vapor 
period is assumed to have a linear profile with this slope. 

(ii) Vapor Period Analysis 
In this period, the vapor bubble covers the heating surface 

and a function 8{t) represents the diameter of the growing 
bubble. Transient conduction within the microlayer beneath the 
bubble is governed by the heat conduction equation. 

8T_ d^T 

dt ~ a dy2 (18) 

The average heat flux during a cycle through a liquid to vapor 
period is then obtained by integration of the previous heat flux 
expressions over the appropriate time periods. 

f: = - f q"(t)dt + - r q»{t)dt (24) 
tv Jo t„ «/,, 

The interfacial constraint requires that the conduction heat 
transfer balances the rate of latent heat liberation. 

dy 

T dS , dT 
— pL — = —k 

y=6- dt dy 
(25) 

y-K 

subject to T(y, t,) = Tw - \(TW r„) s ; 

T(0,t) = Tw; T(8,t) = TsM (19) 

where X = SHivati. Using Laplace transforms (see Appendix 
1), 

Tw - T 
= (1 - \ ) I erf 

8(2n + 1) + y 

. 2V«(f - h) 

erf 
6(2n + 1) - y 

2^a(t - t,) 
+ M * (20) 

From Eq. (5) , planar isotherms in Eq. (20) are mapped to 
circular isotherms about the growing bubble. Defining T* = 
(Tw - T)I(T„ - Tml) and extending Eq. (20) to the w-plane, 

T* = (1 - \) X 
n=0 

erf 

<5(2n + 1) + 
v82 

« ' + v' 

2Ja(t - t,) 

erf 

6(2n + 1) 
v&2 

2Va(f - h) 

\v6 

u2 + v: (21) 

The wall heat flux is obtained by Fourier's Law and Eq. (20) 
with the following result. 

fc(l - \)AT 4, , 
/ , L {exp 

-(2nS + 6 + y)2 

4a(t - t,) 

+ exp 
-[2nd + 8 - y ) 2 

4a(t - t,) 

k\AT 

A similar calculation with Eq. (21) reveals that a relationship 
exists between the wall heat flux in the z-plane (y = 0 in Eq. 
(22)), q"K, and the heat flux in the w-plane, q"ViW. 

»,z = ql (23) 

In other words, the planar heat flux matches the wall heat flux 
at u = 8 in the eccentric bubble domain. The importance of this 
observation is that a one-dimensional model represents a heat 
transfer approximation at a distance of 2 radii from the bubble 
contact point. A singularity at u = 0 exists in the solution 
because of different temperature specifications at the same loca
tion in the mathematical analysis. In the actual problem, this 
location represents the cavity position but the current analysis 
does not consider the microscopic nucleation processes within 
the indented cavity nor the actual three-dimensional bubble ge
ometry. 

where the latter term is neglected due to the lumped capacitance 
approximation used within the bubble. Using the result from 
Eq. (20) and rearranging terms, 

d6 ^ k{l - X)AT 

dt pblira(t - t,) 
£{ 
«=o L 

exp 

+ exp 

-82(n+ l ) 2 

a(t - t,) 

-82n2 

a(t - tt) 

k\AT 

pL8 
(26) 

It can be observed that higher-order terms become negligible 
in the above summation. 

Case 1: A. < 1 (Early Stages of Bubble Growth). Consider
ing the relative magnitude of terms in Eq. (26) by using charac
teristic values in Eqs. ( 6 ) - ( 7 ) and Appendix 2, then Eq. (26) 
can be simplified for the case X < 1. 

d8 kAT 

dt pLjna(t - t,) 
(27) 

subject to the initial condition 8(t 
condition and solving Eq. (27), 

ti) = 0. Applying this 

8(t) 
kAT 

pL 
(28) 

This expression is substituted into Eq. (22) to specify the heat 
flux in terms of the moving liquid-vapor interface. 

Integrating Eqs. (17) and (22) and adding the results in Eq. 
(24), 

(22) <fw = 2kAT, 

4kAT ltv - t, 
+ . / exp 

1 IkATV 

•K \ pLa / 
(29) 

The form of Eq. (13) was constructed to ensure that it tends 
towards the appropriate limits at AT0„b at Ar sc . For example, 
since qt ->• qcony (free convection) and qv -* 0 as AT -» ATonb, 
then the following relationships must hold in Eq. (13). 

C4 — ti(ATanb) — tv(ATmb) 
it a \h 

(30) 

As AT -» ATSC, then t, -> 0 (i.e., C5J = 0) and tv -» l / / ( i .e . , 
C5iV = 1 / / ) where 1//approximates the departure time (or the 
duration of a single liquid-vapor cycle). Substituting Eqs. (6) -
(13) and (30) into Eq. (29) and rearranging terms allows us 
to write a single explicit expression for q'l in terms of AT where 
/ i s as specified by Eq. (7). 
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2kfAT( 2k 

[h 

AT - ATml 

ATSC - A7on 

€ 
AT - ATml 

ATS, - AT„r 
exp 

IkAT V 

pLayir/ 
(31) 

The free-convection coefficient, h, for inclined upward facing 
surfaces (0 =s 9 < 60 deg) is determined from vertical surface 
models by replacing g with g sin 8 (Incropera and Dewitt, 
1996). Also, it should be emphasized that although bubble 
interaction effects are not considered in the above conduction 
analysis, bubble sweeping motion is modeled through the vapor 
period correlation in Eq. (13). 

Case 2: A. ~ 1 (Late Stages of Bubble Growth). In this 
instance, the wall heat flux (Eq. (22)) may be simplified to 

= 2-(Hat, - 6)kAT 

Wf/(f - h) 
exp 48(t - t,) + 

kAT 
(32) 

where the interface position is obtained from the solution of 
Eq. (26), 

c, . HatiipL-Ka — IkAT) 
o(t) = nl Arrn \ exp 

2kAT 
- 2 

kAT t - t, 

pLira 

11 + Ha(t - t,). (33) 

A similar expression to Eq. (31) can be obtained for this case 
by substituting Eqs. ( 6 ) - ( 1 3 ) into Eq. (32) and integrating 
the result over the entire cycle period. However, a closed-form 
solution is not available for this case and numerical integration 
is required in general. 

Due to the complexity of the boiling process on inclined 
surfaces, the above models remain empirical in nature by virtue 
of their dependence on earlier correlations for bubble diameter 
and vapor period duration. Despite these limitations, the treat
ment of various processes, such as angle-dependent bubble 
forces, has provided a physically based correlating tool for nu
cleate boiling on inclined surfaces and a useful alternative to 
previous models for vertical or horizontal surfaces. As a result, it 
provides a physical basis from which future work with inclined 
surfaces can launch further developments in nucleate boiling 
predictions. 

Experimental Apparatus and Procedures 

Test Facility. Boiling experiments with methanol were 
conducted for a variety of surface inclinations and wall super
heats. The working fluid, methanol, was selected because of its 
noncorrosive behavior, low boiling point (Tm « 65CC), high 
thermal conductivity (see Appendix 2), good wetting character
istics, and importance in many industrial applications. The appa
ratus consisted of a heater assembly, fluid container, and addi
tional external equipment. The heater assembly was mounted 
by a shaft through the walls of the fluid container where obser
vation windows are located on three sides and the top side. 
These windows were constructed from 12.5-mm thick Lexan 
and sealed with silicon rubber O-rings. The hollow heater shaft 
allowed the heater assembly to be readily rotated to provide 
different surface inclinations. The shaft also provided access 
for the electrical power system and thermocouples. The external 
equipment consists of a 220 V three-phase electrical source, 
switch relay unit, data acquisition system, and auxiliary temper
ature controller. A heat exchanger in the container condensed 
the vapor formed during the boiling process and permited 

steady-state operation. Figure 2(a) illustrates the essential fea
tures of the equipment. 

The heater block (200 mm X 40 mm X 70 mm) was ma
chined from a copper block (see Fig. 2(b)). This block was 
vacuum-brazed to a stainless steel retaining plate and the inner 
space of the heater box was sealed from the surrounding fluid 
by a silicon rubber gasket. The space between the heater and 
the box was filled with ceramic fiber to provide insulation and 
minimize heat losses. The heater surface dimensions were 200 
mm X 40 mm and the surface was polished to an average 
roughness of 0.0505 pm with an average waviness of 0.0237 
pirn. These surface roughness parameters for the heater surface 
were obtained from a survey with the Talysurf 5 System (Taly-
surf). Twenty cartridge heaters were implanted below the sur
face. Each cartridge heater had a maximum power and voltage 
of 450 W and 220 V, respectively, thus providing for surface 
heat fluxes up to 1 GW/m2. 

Also, 19 thermocouples were located along the lateral axis 
plane of the heater block on three levels. AWG 38 stainless 
steel sheathed type T thermocouples were employed. The ther
mocouples were positioned centrally in 0.5 mm diameter holes 
through one side of the block. Thermal contact between the 
thermocouple junction and the heater block was achieved by 
the use of a copper cement. Figure 2(c) illustrates the arrange
ment of thermocouples. The top view shows the locations of 
the cartridge heaters as well as the four off-axis and auxiliary 
thermocouples used to estimate heat losses from the block to 
the brazed stainless steel surrounding retainer. The side view 
shows each thermocouple row; the average depths of each row 
are 6.4 mm, 16.5 mm, and 26.4 mm, respectively. 

An HP3497A data acquisition system was employed for ther
mocouple and power measurements. The HP3497A voltmeter 
was remotely programmed under the control of an HP 9000 
Model 220 computer through an HP interface bus. The HP3497 
unpacked the measurement data at the end of each period and 
converted it to voltages and temperatures. A switch relay unit 
was used to control the electrical power supply through the 
HP44422A unit. The watt transducers were F. W. Bell PX-
2222BL units with voltage, current and power ratings of 220 
V, 12 A, and 4000 W, respectively. 

Test Procedures. A steady-state technique was used in the 
experiments. An incremental increase or decrease in the heater 
power provides a change of surface temperature, and at each 
increment, a selected block temperature is monitored until the 
conditions reach a steady-state. Temperatures below the heater 
surface are then measured at the steady-state and the heat flux 
is calculated from the temperature gradients in the block after 
external heat losses have been estimated. 

For the initial nucleate boiling tests, the container was filled 
with the liquid through the bottom port until the heater was 
completely immersed for all possible surface orientations. A 
vent at the top of the container was opened for pressure relief. 
After a set of cold-run tests for system calibration, the liquid 
was then heated to a temperature near its saturation temperature 
at atmospheric pressure. Water was circulated through the con
denser coils within the fluid container to condense the vapor 
formed. For each experiment, the switch relay unit was turned 
on and the input voltage, current, surface inclination, heater 
immersion depth, and container pressure noted. Measurements 
were then recorded at the steady-state; steady-state was assumed 
after the transient temperature variations of the reference ther
mocouple (TC#3) declined below AT = 0.0025°C. The surface 
orientation was then altered for the next setting and after mea
surements were completed for all angles, the power level was 
increased or decreased and the process repeated. 

Uncertainty Estimates. The method of Kline and McClin-
tock (1953) was used to estimate the experimental uncertainty 
in the heat flux and temperature measurements. The measure
ment uncertainty, Uq, in the heat flux calculation, q, will be 
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1. Side window and heater's shaft mounting. 
2. Front window. 
3. Outer perimeter space. 
4. Outer shields. 
5. Auxiliary heaters for outer perimeter space. 
6. Vent pipe with gate valve. 
7. Condenser ports. 
8. Port for the liquid's temperature measuring thermocouples. 
9. Pressure gage. 

Fig. 2(a) 

Fig. 2 (a) Fluid container with external dimensions (mm), (£>) heater 
block, and (c) top/side views of heater block with thermocouple arrange
ment 

The subscripts 1 and 2 refer to row 1 and 2 measurements below 
the heater surface, respectively, such as locations 5 and 11 in 
Fig. 1(c). Also, the subscripts 3 and 4 refer to the thermocouple 
locations about the copper-steel interface, such as locations 3 
and 28 in Fig. 1(b), because the latter term in Eq. (35) is an 
estimate of the heat loss through the steel retainer in Fig. 1(c). 
Also, the cu and st refer to copper and steel, respectively. 

The individual terms in Eq. (34) can be calculated from the 
propagation equations of Kline and McClintock (1953), 

P2 -
dq 

OKCu dAdl2 

Fig. 2(b) OR 
PI (36) 

estimated by the following combination of a precision (random) 
contribution, 
tainty, B, 

P„, and a bias (fixed) contribution to the uncer-

U„ VpfTflf (34) 

A one-dimensional approximation in the heater block was 
employed for the heat flux calculations at the inclined surface. 
In the final calculations, the heat transfer rate for a specific 
surface angle was obtained by subtracting the heat losses 
through the steel retainer plate from the total heat input. With 
reference to Fig. 1(c), these approximations may be expressed 

= k 
d2 - d. 

T3- n 
d3/kcu + djkst 

(35) 

where d refers to the position of the thermocouple measurement. 

where R refers to the thermal resistance between the copper 
block and the steel retainer. An equation similar to Eq. (36) is 
also constructed for the uncertainty in the resistance estimate, 
PR. Individual derivatives in Eq. (36) can then be evaluated 
from Eq. (35), giving the following result: 

A7Y 

P&.<i 

Ad AT,. AT,. 
(37) 

An equation similar to Eq. (37) can also be constructed for the 
bias limit. 

The temperature measurements were estimated to be reliable 
to ±0.1°C. This error includes the small variation of tempera
tures at the steady-state, temperature differences between col
umns at a fixed depth beneath the heating surface as well as 
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boiling regions 

discrepancies due to a fluctuating power source. The precision 
error due to random variations of the thermal conductivity is 
assumed to be negligible compared to the other precision terms 
in Eq. (36). The uncertainty in the thermal resistance is calcu
lated under the same set of above estimates. The AWG 38 type 
T thermocouples were connected to the HP3497A unit through 
two HP44422A thermocouple acquisition terminal cards with 
a simulated thermocouple reference junction. The bias error 
provided by the manufacturer is ±1.0°C. Thermal conductivity 
data in tables are assumed to be accurate within two percent. 
The estimated percent bias error due to a constant thermal con
ductivity assumption over the extrapolation range in Eq. (35) 
is 3.7 percent. The thermocouple positioning is assumed to be 
reliable to ±5.9 fj,m. We can then substitute these error estimates 
in the above equations and use a set of representative values 
for typical experimental conditions in order to determine the 
precision, bias, and uncertainty estimates. As a result, the uncer
tainties with the extrapolated heater surface temperature and the 
corresponding heat flux when plotting the boiling curve points 
are estimated as ±3.7 percent and ±11.3 percent, respectively. 

Results and Discussion 
The growth, detachment, and movement of a bubble from a 

horizontal, upwards facing, nucleated site involves the heat 

transfer from the heated surface through both the liquid micro-
layer, adjacent to the surface, and the liquid surrounding the 
vapor dome. Judd and Hwang (1976) have successfully devel
oped such models. The influence of the hydrodynamics of the 
liquid surrounding the growing bubble has been considered by 
Mikic, Rohsenow, and Griffith (1970). A basic model for the 
growth and detachment of bubbles on horizontal upward facing 
surfaces has been developed by Mei, Chen, and Klausner 
(1995). However, none of this work has been extended to con
sider the movement of bubbles along the surface as occurs with 
inclination. The current results will demonstrate that the use 
of alternating near-wall liquid and vapor periods provides an 
effective means to predict these bubble characteristics and re
sulting heat transfer for inclined surfaces. 

The experimental results for the nucleate boiling section of 
the boiling curve appear in Fig. 3 (a ) . Figure 3(b) illustrates 
the predominant trends of the boiling curve in the free-convec
tion and nucleate boiling regions. Point D represents the cessa
tion of nucleate boiling (CNB) for a set of experiments with 
gradual power reductions, or, alternatively, points below point 
D cover the free-convection region. For the upward-facing sur
face {0 = 0) , free convection occurs along the line DE even 
though some active nucleation sites appear during the experi
ments. At higher inclinations, nucleate boiling occurs and the 
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line represents the transition from the CNB point to free convec
tion. In the low heat flux region with nucleate boiling (ABCD), 
free convection plays an important role because the nucleation 
sites are sparsely distributed over the surface. A reversal of 
angular dependence appears below point D because higher incli
nations promote the sweeping action of bubbles along the sur
face during nucleate boiling whereas they reduce the normal 
velocity components relative to the surface during free convec
tion. In an analogous manner, a reversal appears with the cool
ing rate between regions AH and ABCD in the high heat flux 
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Fig. 5 (a) Direct trigonometric models results, (b) sensitivity to model 
constant c3, (c) angled bubble contour models results, and (d) heat 
fluxes (kW/m2) at 0 = 150° for various contact angles 
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Fig. 6 Comparison between modified Rohsenow correlations and experiments (gradual power decrease procedure) 

and low heat flux regions, respectively. In the former case, the 
most rapid decline of heat flux appears with the upward facing 
surfaces because bubbles are more easily swept along the sur
face by buoyancy forces. However, in the lower heat flux region, 
fewer nucleation sites imply a more active role for free convec

tion. As a result, a more rapid decline of heat flux arises with 
the downward facing surfaces because small angular changes 
in these instances allow the flow to accelerate along the surface. 
These trends can be observed with the change in curvature at 
points A, B , and C. 
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Table 1 (a) Free convection, nucleate boiling and (b) mini
mum heat flux and incipience hysteresis points (see Fig. 3(b) 
for process points A to H) 

Table 1(a) 

1 ATe h 
W/m2 C° W/(m2 C°) 

8 930. 14.5 616. 
15 920. 9.4 1700. 
18 290. 7.8 2 330. 

- 1 500. - 5 .0 -300. 
19 400. 30.8 630. 
11 450. 27.3 419. 
5 980. 18.6 322. 

-100 000. -19.0 ~5 260. 

Point A, E: 9 = 0 deg and 30 deg 
Point B, F: 0 = 90 deg 
Point C, G: 90 deg < 6 =s 170 deg 
Point D: approximate final cessation 
Point H: nucleate boiling transition 

Table 1(b) 

<? „ h AT(e) AT(e, icp) AT(e, ces) A7/(e, hys) 
0 (kW/m2) (W/m2 C) (C) (C) (C) (C) 

90 21.22 128.1 165.7 27.3 9.4 17.9 
120 18.05 120.8 149.4 21.6 8.3 13.3 
150 14.76 83.6 176.5 20.1 8.1 12.0 
160 13.05 105.1 124.2 20.9 8.0 12.9 
170 9.28 80.27 115.6 18.6 7.8 10.8 

(i) Analytical Model of Nucleate Boiling on Inclined 
Surfaces. Results from the present analytical model appear in 
Figs. 4 - 5 . Figure 4(a) illustrates the duration of the vapor 
period for different surface orientations using Eq. (13). The 
proportion of time during which vapor bubbles cover a particu
lar location at a fixed superheat increases as 8 increases because 
of enhanced bubble sweeping motion along the surface as well 
as the altered bubble detachment processes at the nucleation 
site. Examples of predicted dimensionless temperature profiles 
from Eq. (20) appear in Figs. 4(b-c) for the case S = 0.5 mm 
and t — t, = 0.01 s. In Fig. 4(b), the temperature magnitude 
increases with larger values of the liquid period duration (1 < 
t, < 4 s). The slope of the initial temperature profile increases 
for shorter liquid periods and this effect leads to steeper profile 
for tf = 1 s (solid line). A similar trend is observed in Fig. 
4(c) where a smaller thermal diffusivity leads to a steeper 
temperature profile (tt = 1 s) because the slope of the initial 
profile increases in the vapor phase solution, Eq. (22). 

Figure 5(a) illustrates a comparison between the theoretical 
predictions of the heat flux (direct trigonometric model) and 
the experimental data from the boiling curve in Fig. 3(a) for 
5 different surface orientations (note: X refers to the surface 
inclination, 8). The sensitivity of the results to the model con
stant C3 is minimal as Fig. 5(b) illustrates the similarity of 
results for the range of reported C3 values. Good agreement is 
achieved in all cases and the correct physical trends are estab
lished. Figure 5(c) shows that the predictions yield similar 
accuracy with the angled bubble contour model, and in this 
model, the results are not strongly dependent on the specific 
value of the downstream contact angle (see Fig. 5(d)). 

The bubble dynamics along the surface plays an important 
role in explaining the enhanced heat transfer for higher inclina
tion angles. For example, consider an active nucleation site at 
stage A in Fig. 1(a). The bubble forms in the cavity (stage B) 
and its phase interface joins the wall with a contact angle j3. 
The upper liquid-vapor interface rises above the nucleation site 

(stage C). As a result, the heat transfer decreases because the 
less conductive vapor covers the site. However, the bubble may 
elongate (stage D) and coalesce with ascending bubbles below 
its current position (stage E) . The rear liquid-vapor interface 
surges into the cavity and the wake of the ascending bubble 
stirs and agitates the microlayer near the nucleation site (stage 
F) . The bubble detachment (stage G) permits additional liquid 
to fill the cavity, extract heat through evaporation, and generate 
the next bubble growth sequence. The agitation of the micro-
layer, more vigorous mixing along the surface and frequent 
bubble sweeps along the nucleation sites provide the key rea
sons for the more effective heat transfer in the downward-facing 
positions. Although bubble interaction effects are neglected in 
the solution of the energy equation, Eq. (20), this equation 
effectively models the enhanced microlayer agitation and bub
ble sweeping motion at elevated inclination angles by defining 
the appropriate time duration of the vapor phase as 9 increases. 

In addition to the above analysis, the experimental data was 
approximated by a least-squares regression in order to examine 
the applicability of the Rohsenow correlation (1952). 

(ii) Modified Rohsenow Equation for Nucleate Boiling 
on Inclined Surfaces. Using a least-squares regression and a 
linear approximation of the modified Rohsenow correlation, 
Eqs. ( l ) - ( 3 ) , 

\og(Y) = --log(Csf) + -log(X), (38) 
r r 

where the constants follow from Eq. (1) , 

X = C'{T'-Jr]; y=-9- J Z > . (39) 

Results from this analysis appear in Fig. 6. In these graphs, r 
represents the slope of the regression line in X-Y coordinates. 
In the high heat flux region (i.e., the slugs and columns region), 
a weak dependence between heat transfer and surface inclina
tion appears as shown in Fig. 6(b). The variations of r and s 
increase with higher inclination angles but the value of C,,f is 
nearly constant for all angles. Previous studies on methanol 
have suggested C s / = 0.0059 (Vachon, Nix, and Tanger, 1968) 
whereas the present regression produces results between 0.0035 
< Csf =s 0.0045. Also, Rohsenow determined an exponential 
value of r = 0.33 (1952) but the present regression indicates 
a large variation in r, i.e., 0.166 =s r s 0.546. Figure 6(a) 
indicates that the influence of surface inclination is weak for 0 
deg < 8 < 30 deg but increases significantly for 30 deg < 8 
=s 90 deg. For the downward-facing positions, a small influence 
appears for 120 deg s 8 s 160 deg whereas a greater change 
arises as the inclination approaches 8 — 170 deg. In the present 
analysis, the value s = 1.7 was maintained for agreement with 
Rohsenow's original work (1952) and the values of Cv/and r 
were altered to provide agreement with the experimental data. 

Table 1(a) summarizes the key points in the boiling curve 
as well as the effective convection coefficients (column 4) . If 
the steady-state measurements are observed by a gradual power 
reduction, then points A, B, and C (see Fig. 3(b)) represent 
the initial cessation of nucleate boiling (CNB) and point D 
represents the complete cessation of nucleate boiling and the 
transition to free convection. For power increases, the onset of 
nucleate boiling (ONB) initially appears at points F and G 
(nucleation incipience). An incipience hysteresis (i.e., differ
ence between CNB and ONB points) arises because nucleation 
sites are inactive during the power increase procedure before 
the ONB but some sites remain sparsely distributed along the 
surface in the same region during power reduction. The differ
ences between the superheat levels for nucleation incipience, 
AT(e, icp), and the initial cessation of nucleate boiling, AT(e, 
ces), indicate the observed incipience hysteresis, AT(e, hys). 
These points, as well as the minimum heat flux values for differ-
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ent surface orientations, appear in Table 1(b). The hysteresis 
remains approximately uniform for the upward-facing positions 
(see Fig. 3(a)) but its magnitude declines as the surface ap
proaches the downward-facing position. In the latter case, 
AT(e, hys) declines because the free convection decreases and 
hence more heat transfer is directed towards earlier evaporation 
of the liquid near the heating surface. 

Conclusions 

An analytical and experimental study of methanol nucleate 
pool boiling on inclined surfaces has been conducted. The ana
lytical method uses alternating near-wall liquid and vapor peri
ods to estimate the steady-state heat flux from inclined surfaces 
during this boiling process. The heat flux is expressed in terms 
of the bubble departure diameter and frequency. Comparisons 
between the theories and experiments show good agreement in 
the low heat flux nucleate boiling region where surface inclina
tion plays a dominant role. More vigorous mixing along the 
surface and more bubble sweeps along the nucleation sites lead 
to enhanced heat transfer as the surface inclination increases. 
Further quantitative results are revealed in the reported boiling 
curve for methanol on inclined surfaces. For example, at q « 
100 kW/m2, an approximate transition between the isolated 
bubbles region and the slugs and columns region occurs. In 
addition to visual confirmation of this transition, a ' 'crossover'' 
point occurs at the transition value where boiling curves at 
different angles criss-cross one another and spread to wider wall 
superheats at lower heat fluxes below the transition point. 
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A P P E N D I X 1 

Analytic Solution of Heat Equation 

Define T* = (Tw - T)/(TW - Tm), x* = x/6, k = 
8/Jnat,, t* = (t - t,)l(U - t,) and a = aAt/62. Writing the 
heat equation and dropping the * superscripts, 

dT_ cfT 

dt ~ a dx2 (40) 

subject to T(x, 0) = \x, T(0, t) = 0, T(\, t) = 1. (41) 

Taking Laplace transforms of both sides in Eq. (41) and rear
ranging terms, 

d2f s - X 
_ _ _ - r = - - x , 
dx a a 

(42) 

and finding the complementary solution, tc(x, s), and a particu 
lar solution, fp(x, s), 

-\s/ax Jslax Tc(x, s) = ci\(s)e ' ' + a2(s)e 

fp(x, s) = a3x
2 + aAx + a5. 

(43) 

(44) 

Taking Laplace transforms of Eq. (41) and then finding the 
unknown coefficients, 

f(x, s) = 
cosh (yslax) 

_ cosh (is I a) 

\ 
+ -x 

s 

1 - X. 
/ \s/ax -\.s/ax\ \s/a' 
(e — e )e 

(1 - e-2&iZ) 
+ -x. (45) 

s 

A binomial expansion will present the results in an alternative 
form. 

(1 
-2iWfl 

) - = ! 
-Inhla (46) 

T(x, s) S jexp - J - ( 2 « + 1 -x) 

exp - (In + 1 + x) 
a 

+ ~x (47) 
s 

Taking inverse Laplace transforms of both sides of the above 
equation, 
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T(x, t) --= d - \) £ (erf In + 1 + x 

- erf 
~2n + I -

2{at 
X 

+ \x. (48) 

Rewriting this equation in a dimensional form gives the temper
ature in Eq. (20). 

A P P E N D I X 2 

Thermophysical Properties 

For methanol, Tm = 64.7°C, L = 1101.1 (kJ/kg), c„ = 2.81 
(kJ/kg K), k = 0.189 (W/mK), p, = 751.035 (kg/m3), pv = 
1.222 (kg/m3), yti = 3.31 *10"4 Pas, a = 1.89*10-" (N/m), 
and Pr = 5.0. The molecular weight of methanol (CH3OH) is 
MW = 32.042. 
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The Effects of Sublimation-
Condensation Region on Heat 
and Mass Transfer During 
Microwave Freeze Drying 
The sublimation-condensation model, developed for freeze drying of unsaturated 
porous media in the author's previous work, is analyzed numerically. The moisture 
redistribution in the sublimation-condensation region is taken into account in this 
model. The calculations show that the saturation of ice in the sublimation-condensa
tion region will obviously decrease, and its effects on heat and mass transfer cannot be 
neglected for microwave freeze-drying of unsaturated porous media. The microwave 
freeze-drying tests of unsaturated beef are carried out. The experimental results show 
that the drying time is approximately proportional to the initial saturation of beef. 
Moreover the sublimation-condensation model is validated by the experimental re
sults. These results show that the sublimation-condensation model agrees better with 
experimental results than the sublimation interface model. 

Introduction 
Freeze-drying has become a popular dehydration method for 

heat-sensitive materials, such as food and biological materials, 
because of the low temperature and no oxygen conditions during 
the process. On the other hand, the materials can keep their 
original pore's shape, nutrition, and have good rehydration; 
therefore, high-quality foods will be produced by this method. 
However, the low drying rate has been the main problem ham
pering its wider use. Freeze dehydration using microwave en
ergy for volumetric heating has been developed to overcome 
the disadvantage of heat conduction in the materials. 

Conventional freeze-drying has been investigated for many 
years. Arsem and Ma (1990) have given a comprehensive re
view of freeze-drying models before 1980. Based on the Luikov 
(1975) system, Lin (1981, 1982a, 1982b), and Fey and Boles 
(1987a, 1987b) have given some theoretical results by their 
exact analytical solutions. Peng and Chen (1994) analyzed the 
drying process considering a desorption mushy zone. 

Microwave freeze-drying is different from conventional 
freeze-drying due to the internal generation of energy. Ma and 
Peltre (1975) carried out the first systematic study on freeze 
dehydration by microwave energy. A two-dimensional numeri
cal analysis, reported by Ang et al. (1977), took into account 
the difference of the transport parameters with respect to grain 
orientation. Scott (1994) presented an analytical solution of 
microwave freeze-drying, and the sensitivity study was also 
conducted. 

Of all the models above, a sublimation interface is assumed 
to separate a dried region from a frozen region where no vapor 
movement exists. Recently, Fey and Boles (1988) proposed a 
model of Luikov's theory for the freeze-drying of initially par
tially filled (or unsaturated) frozen porous media. In the model, 
there is vapor convection in the unsaturated frozen region, and 
some of the vapor flowing from the interface will be recon-
densed in this region since the temperature in the frozen region 
is lower than the interface temperature. However, just the oppo-
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site occurs during microwave freeze dehydration of unsaturated 
frozen materials because the temperature in the frozen region 
is higher than the interface temperature. As a result, the vapor 
will convect from the frozen region to the interface, and subli
mation would occur in the frozen region. Thus, the saturation 
of the frozen region will decrease. In general, the frozen region 
can be called the sublimation-condensation region. In Fey and 
Boles' model (1988), the very small amount of vapor reconden-
sation was assumed so that no change of moisture distribution 
was considered. Moreover, the model is limited in practical use 
because the transport properties in their equations of Luikov's 
system are difficult to obtained by experiments. Based on the 
volume-average theory (Whitaker, 1977), Wang (1996) devel
oped a model which takes into account the sublimation or con
densation caused by vapor transport in the unsaturated frozen 
region, and saturation change is considered. In the present work, 
the difference after including the new effect on the microwave 
freeze-drying process of unsaturated porous media will be stud
ied by numerical calculations and experimental tests. 

Statement of the Problem 

An initially unsaturated porous infinite slab is exposed to a 
vacuum at a pressure below the triple point of frozen water 
substance. In the slab, the voids partially filled with frozen liquid 
and partially with gas are continuous so that convection may 
exist. In general, the vapor is the major component of gas and 
the noncondensable gases can be expected to be negligible. It is 
assumed that temperature, pressure, and vapor concentration of 
the gas-solid system are in local thermodynamical equilibrium, 
and the vapor pressure and concentration are functions only of 
the temperature. Initially, the temperature, frozen mass saturation, 
and vapor concentration are uniform. The physical model used 
to analyze the drying process is illustrated in Fig. 1. 

As drying proceeds, a dried region forms on the side exposed 
to the vacuum. In previous work (Arsem and Ma, 1990), it 
was considered that there was no vapor movement in the frozen 
region and sublimation occurred in a very narrow region so that 
a sublimation interface was assumed. We call this model the 
sublimation interface model. But, in the case of unsaturated 
porous media, it is not the same in the frozen region because a 
temperature gradient will be created during drying and vapor 
pressure and concentration gradients will appear. The vapor will 
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Fig. 1 Schematic description for microwave freeze drying of unsatu
rated frozen porous media. I-sublimation-condensation region; II—subli
mation front; Ill-dried region 1-vapor(e(1 - S)); 2-frozen moisture (eS); 
3-porous body (1 - e). 

In order to describe the problem one-dimensional heat and 
mass transfer is supposed. For microwave freeze-drying of raw 
beef, the effect of absorption moisture in the dried region is 
usually neglected (Ma and Peltre, 1975; Ang et al , 1977). Also 
the ideal gas law is assumed to be valid for the vapor. The 
sublimation-condensation model developed in the author's pre
vious work is presented as follows. 

Mathematical Modeling 

Sublimation-Condensation Region. 
(1) Energy balance equation, 

[pel 
dT 

dr 
8_ 

dx 
— 
dx + (1) 

here 

convect in the voids due to Darcy's law and Fick's law. In 
order to satisfy the local thermodynamical equilibrium and mass 
balance of vapor, the ice will be sublimated or the vapor will 
be condensed in the voids. As a result, the saturation of frozen 
mass will decrease or increase. We call the region a sublimation-
condensation region. The model describing this region is de
duced by the author (Wang, 1996) based on volume-average 
theory, and the model is called a sublimation-condensation 
model in the mean time. 

Between the sublimation-condensation region and dried re
gion a sublimation front exists that is considered to be a plane 
as before. At the sublimation front, vapor may transfer from 
the sublimation-condensation region to the dried region or to 
the sublimation-condensation region. For conventional freeze-
drying, heat is usually supplied from the surface of the body 
so that vapor will flow from the dried region to the sublimation-
condensation region (Fey and Boles, 1988). For microwave 
freeze-drying the center of the body can be assumed to be 
insulated in general as shown in Fig. 1. On the other hand, 
the electric field can be considered uniform because the half-
thickness of the slab in practice is usually much less than its 
penetration depth. Therefore, the temperature of the sublima
tion-condensation region will be higher than that of sublimation 
front, and the vapor will flow from the sublimation-condensa
tion region to the dried region. 

[Pc]e = pc + e(l -S)^-AH 
dT 

Pv 

K = \ + AH-KS 

KDKr 

fh 
RpvT + e(l - S)D 

(2) 

(3) 

"-§. (4) 
dT 

(2) Mass balance equation, 

8S d ( 8T\ 8 (. 8T\ 

-"-* =-&{*>&; +f8-x\
KTx

 +fq' (5) 

where 

f-
e(l - S) dpv 

[pc]e dT 
(6) 

Dried Region. 
(1) Mass balance equation, 

e9pv = d_ I D dpv 
dr dx \ dx 

(7) 

N o m e n c l a t u r e 

c = specific heat of the material, J/ 
(kg-°C) 

D = diffusivity, m2/s 
De = effective diffusivity, m2/s 
E = electric field peak strength, V/cm 
/ = source conversion coefficient from 

heat to mass, kg/J 
fj = ratio of the vapor flux sublimated 

from sublimation-condensation re
gion to the vapor flux in a dried 
region 

/„, = moisture fraction of initial mois
ture 

AH = latent heat of sublimation, J/kg 
Jf = mass flux of vapor sublimated at 

sublimation front, kg/(m2 • s) 
7,s = mass flux of vapor in sublimation-

condensation region, kg/ (m 2 , s) 
J„ = mass flux of vapor in dried region, 

kg/(m2-s) 
k = dissipation coefficient defined by 

Eq. (21), J / (s-m 3)-(V/cm)r 2 

KD = permeability of the dry material, 
m2 

Kr = relative permeability 
Ks = effective coefficient of nonisother-

mal vapor motion in sublimation-
condensation region, kg/ 
(m-s-°C) 

/ = sample half-thickness, m 
M — sample mass, g 

Msat = mass of saturated sample, g 
P = vacuum pressure, Pa 

Pin = precision limit of M, g 
q = density of microwave power ab

sorbed, J/(s-m3) 
R = water vapor gas constant, m2/ 

(s2-°C) 
S = saturation of ice in sublimation-

condensation region 
T = temperature, °C 

Uf„ = experimental uncertainty of/„, 
usM = moisture content of saturated fro

zen material, kg/m3 

UT = experimental uncertainty of T, °C 
x = space coordinate, m 

X = position of sublimation front, m 
a = heat transfer coefficient, J/ 

(s-m2-°C) 
e = porosity 
X = thermal conductivity, J/(s • m • °C) 
p = viscosity, kg/(m- s) 
p = density, kg/m3 

r = time, s 
Tj = drying time, min. 

Subscripts 
0 = initial value 
d = of dried sample 
D = in the dried region 

; = of ice 
R = vacuum chamber reference 

temperature 
s = of solid body 
S = in sublimation-condensation region 
v = of vapor 

Journal of Heat Transfer AUGUST 1998, Vol. 120 / 655 

Downloaded 10 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



(2) Energy balance equation 

dT d A dT\ , dT 
pc — = — I X — ) ~ Jvc„ — + q, 

kE2 (21) 

dr dx dx dx 

here, 

i„ = -De 
dpv 

dx 

(8) 

(9) 

Sublimation Front. If the vapor generated at the sublima
tion front can be written as 

i - I - c ^ Jf ~~ I wsat j 
dr 

thus, the mass balance equation at the front is 

(10) 

-D, 
dpv 

dx 
•K, 

dT 

dx 

and the energy balance equation is 

•K 
dr 
dx 

dT 

dx 

= Jf ( I D 

= Jf-AH. (12) 

Boundary Conditions. Due to symmetry of the material, 
the boundary condition at the center is 

- X — 
' dx 

= 0. 

The boundary conditions at the surface are 

. dT\ 
dx 

= a(T\^-TK) 

PvIx=l 
RT\x=l 

Initial Conditions. 

T\T=0 — T0 

o |T=o = "0 

X]Tm0 = l 

(13) 

(14) 

(15) 

(16) 

(17) 

(18) 

Physical Properties 

Raw beef is selected as the freeze-drying material in this 
work. The physical properties of dried beef such as thermal 
conductivity and effective diffusivity are taken from the litera
ture (Ma and Peltre, 1975). 

For the sublimation-condensation region of frozen beef, the 
physical properties are different from those in previous models. 
Applying the experimental results of permeability (Harper, 
1962), we can get the value of KD for dried beef. With assuming 
Kr = 1 - S and D = DJe, the expression of Ks can be obtained. 
It can be seen from Eq. (1) to Eq. (14) that their coefficients 
are an effective value. By volume averaging, the following is 
obtained: 

pc = pscs{\ - e) + piC,eS + p„c„e(l - S) (19) 

\ = \ v ( l - e) + KeS + \„e(l - S). (20) 

Thus the coefficients in Eq. (1) to Eq. (14) are known. 
The microwave heat generation, q, in Eqs. (1), (5) , and (8) 

is given by 

where k is a coefficient, depending on the temperature and 
type of material, for saturated raw beef, kF, and dried beef, kD 

respectively ( Ma and Peltre, 1975). After considering the effect 
of saturation variation on the microwave dissipation, the values 
of k in sublimation-condensation region can be obtained by 
volume averaging as follows: 

k = kFS + M l - S). (22) 

It can be seen that the sublimation-condensation model be
comes the sublimation interface model when S = 1; i.e., subli
mation and condensation will not occur in the sublimation-
condensation region when the porous media is fully filled with 
ice. If it is assumed that Ks = 0, [pc]e = pc, and / = 0, the 
sublimation-condensation model becomes a sublimation inter
face model for any saturation. 

Numerical Results 
The mathematical model has been calculated numerically by 

applying a variable time-step finite difference method. The nu
merical error is tested by various space steps (X200, X250) 
and shows that the difference of the total drying time is less 
than 10 ~4. Table 1 shows the typical operation conditions for 
the numerical calculations. 

It should be noted that in this paper it is assumed that 7^ = 
20°C and T0 = — 15°C, and volume-averaged calculations give 
a = 6.7 W/(m2-°C). 

Figure 2 illustrates the temperature distribution during the 
drying. It is similar to the results of references Ma and Peltre 
(1975) and Ang et al. (1979) using a sublimation interface 
model for saturated raw beef. With the sublimation front propa
gating, the temperature decreases quickly, then increases gradu
ally, and decreases again as the front position reaches 0.003 m. 
This is due to the variation of heating power and mass transfer 
resistance. 

Figure 3 illustrates the ice saturation profiles of the beef 
sample during the drying process. It shows that the saturation 
keeps the initial value in the sublimation-condensation region 
before the first 572 seconds. This is because the temperature is 
relatively low in this period (Fig. 2) and Ks is so small (Eq. 
(4)) that the vapor transfer is slow, and there is nearly no 
sublimation. With the drying advancing, the temperature of sub
limation-condensation region increases and sublimation in this 
region causes the saturation to decrease. It is seen that the 
maximum change of saturation occurs at the insulation interface 
where the maximum temperature pf frozen ice exists. It seems 
that Ks plays a very important role in sublimation phenomena. 
However, there is little difference in the saturation between the 
sublimation front and the insulation interface. At the end of 
drying, the saturation at the front changes from the initial value 
of 0.7 to 0.4. This means that the sublimation-condensation 
region must be taken into account during the microwave freeze-
drying of unsaturated porous media. 

Figure 4 shows the ratio of the vapor flux sublimated from 
sublimation-condensation region to that flowing in dried region 
at different sublimation front positions. The ratio can be ex
pressed as 

fj 
Js Ix=X 

Jv\x=X+ 
(23) 

It is indicated that for most time of the drying process more 

Table 1 Typical operation conditions 

So = 0.7 
E = 120 V/cra 
TR = 20°C 
T0 = - 1 5 ° C 

/ = 0.008 m 
P = 15 Pa 
Msot = 685 kg/m3 

e = 0.75 
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0.25 

0.008 

Fig. 2 Temperature profiles during microwave freeze drying, T / S : 
1-10434; 2-7489; 3-4950; 4-2714; 5-572; 6-76; 7-9; 8-0.1; 9-0. - - -
sublimation front. 

than ten percent of the vapor flowing from the material is subli
mated from the sublimation-condensation region, i.e., the vapor 
sublimated from the sublimation-condensation region has a 
great contribution to drying rate. Therefore, the effect of the 
sublimation-condensation region on heat and mass transfer is 
significant to the drying process. 

Since saturation changes with drying at the sublimation front, 
the drying time will be different from that of the sublimation 
interface model. Figure 5 shows the position of the sublimation 
front as a function of time in this model and the sublimation 
interface calculated by previous model as a function of time. It 
can be seen that the sublimation fronts are nearly the same 
during the first 60 minutes and then the results diverge. The 
total drying time for the sublimation interface model is about 
240 minutes while it is about 200 minutes for the sublimation-
condensation model. 

Experimental Procedure 
In order to study the drying characteristics of unsaturated 

porous media and validate the sublimation-condensation model 
experimental tests of microwave freeze-drying are carried out. 
The experimental apparatus is illustrated as Fig. 6. The sample 
mass is measured by a mass sensor with high precision. In each 
test, a large sample of more than 25 g mass is used to reduce 
the error in the sample mass determination due to the thermo
couples. Due to of the shielding cavity for sensors, no obvious 
error was found in the determination of the sample mass, except 

0 0.002 0.004 0.006 0.008 
X(m) 

Fig. 4 Variation of fj at different sublimation front positions 

when gas discharge occurred. The vacuum pressure is measured 
with two vacuum gauges. No effects of the microwave field 
were found on the pressure measurement or the sample mass. 

The sample temperature is measured by several NiCr-NiSi 
thermocouples. The temperature measurement with thermocou
ples in a microwave field will be disturbed by the thermal 
and signal-coupling effects of a high-frequency electromagnetic 
field. On the other hand, the sample temperature will decrease 
quickly after microwave heating stops during the microwave 
freeze-drying process because of the sublimation of frozen 
moisture. As a result, it will also create a great error to measure 
the sample temperature by shutting off the microwave during 
the drying process. This is true especially for measuring the 
temperature of the ice core. The tests prove that it is suitable 
for thermocouples to measure the temperature with microwave 
heating in a weak electromagnetic field, but the microwave must 
be shut off when E > 175 V/cm. It seems that under lower 
electric field strength the sample temperature can be more pre
cisely measured with microwave heating on than off. However, 
the thermocouples are not appropriate to measure the tempera
ture during microwave freeze drying when the electric field 
strength is high enough (such as E > 250 V/cm) because they 
will cause gas discharge in the vacuum. 

Several power controllers made of wood are located in the 
microwave cavity to absorb excess power and to ensure that 
the total load remains approximately steady. They are also used 
to make the electromagnetic field more homogenous by careful 
positioning, because the microwave power density distribution 
depends on the load distribution in the microwave cavity. Rea
sonably, the average microwave power density in the micro-

0.8 
9 

0.6 
. . - ' ' ' 

\ ,'' \ 

0.4 v . ' ' 6 

\ \ 

0.2 
l 2 3 4 

0 1 1 
0.002 0.004 

x(m) 
0.006 0.008 

Fig. 3 Saturation profiles during microwave freeze drying, T / S ; 1 -10434; 
2-7489; 3-4950; 4-2714; 5-572; 6-76; 7-9; 8-0.1; 9-0. - - - sublimation 
front. 

0.008 

120 180 
i(min.) 

Fig. 5 Comparison of X ~ r between two models. 1-sublimation inter
face model; 2-sublimation-condensation model. 
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Fig. 6 Microwave freeze drying apparatus. 1 -microwave cavity; 2-glass 
vacuum cover; 3-sample; 4-teflon sample tray; S-mass sensor; 
6-stand; 7-shielding cavity for sensors; 8-microwave shield; 9-teflon 
sealing washer; 10-microwave power controller; 11-vacuum gauge I; 
12-mass meter; 13-voltage regulator; 14-voltage transformer; 15-mi-
crowave heating switch; 16-microwave power adjuster; 17-time regis
ter; 18-thermal couples; 19-vacuum pump; 20-vacuum gauge II; 
21-vapor condenser; 22-gas valve; 23-inlet valve; 24,26-hydrostatic 
gauge; 25-compressor; 27-fan; 28-condenser; 29-drier; 30-capillary 
pipe; 31-butterfly valve. 

wave cavity can be considered constant during the drying pro
cess if the absorbed power of the power controllers is held 
constant. Therefore, the average electric field strength of the 
cavity will be a function of the temperature of the power control
lers. This relationship has been obtained at different input volt
ages of a microwave generator by measuring the temperature 
of the power controllers and the sublimation rate of an ice block 
which replaced the raw beef sample on the tray as illustrated 
in Fig. 6. 

In each run the uniformity of the electric field strength is 
pretested. In order to keep the operation parameters constant 
during the microwave freeze-drying process, the electric field 
strength is controlled by the input voltage. The vacuum pressure 
is adjusted by the two valves, and the partial pressure of vapor 
in the vacuum chamber is obtained by measuring the tempera
ture of vapor condenser and controlled by regulating the mass 
flow rate of the working fluid in the refrigerator. In this work 
the sample mass and temperature are measured simultaneously 
at different times in a same-sample test. 

The test sample is prepared by preprocessing the unsaturated 
beef. The raw beef, which is considered to be saturated, is sliced 
to slabs perpendicular to muscle fiber orientation. First the beef 
slabs are freeze-dried and then rewetted to various moisture 
levels. If the volume change is neglected the saturation is 0.7 
when the moisture content is 0.63 (wet basis). When the mois
ture is evenly distributed the rewetted beef slabs are frozen and 
put into a refrigerator for storage. Except the two biggest sides, 

the other sides of each slab are covered with a Teflon membrane 
and the slabs are prepared for the thermocouples holes. 

An uncertainty analysis of experimental measurements was 
carried out by using Kline and McClintock's method (1953). 
The dimensionless moisture content fm in the experimental tests 
was evaluated as 

J m 
M0 - M 

Ma - Md 
(24) 

After considering both the contributions of basis and random 
errors the 95 percent confidence uncertainty, Ufm, can be calcu
lated by the following relationship: 

Ufm = 
2PM 

M0 - M, 
(1 -f,n+fl)- (25) 

The sample mass was determined with a precision balance 
(1000 g, ±0.1 g). The mass of the dried sample is about 25 g. 
On the other hand, the average moisture content of the saturated 
raw beef is 70 percent (wet basis) and the following can be 
obtained: 

M0 - Md = 50(Msat - Mu) 

1 
= So' Md- MA = -S0Md. (26) 

1-70% / 3 

Thus Ufm is tabulated in Table 2. 
Though the experimental uncertainty of fm is greater espe

cially for lower S0 and lower/,,, the difference of calculated fm 

are also greater enough between the sublimation-condensation 
model and the sublimation interface model to validate the calcu
lated results with the experimental data. For example, under the 
operation condition S0 = 0.25, fm = 0.2 is obtained at T = 45 
min. for the sublimation-condensation model while /„, = 0.38 
for the sublimation interface model at the same time in the 
drying process as discussed below. 

The temperature uncertainty is estimated by calibration tests 
that were conducted by measuring the temperature change of a 
wood block that occurred when the microwave power was 
turned off during microwave heating. The block placed in the 
vacuum chamber can be considered to be insulated and the heat 
capacity of thermocouples can be neglected. As a result the 
above change can be regarded as the temperature uncertainty. 
It was found that maximum Change is less than ±5°C when E 
< 150 V/cm. In practice, the wet bulb temperature of the 
vacuum chamber is less than -40°C and the upper limit temper
ature of the material is 60°C. So the following is obtained: 

UT 

AT 
UT 

Twb 60 - (-40) 
= five percent. (27) 

The temperature measurement error is mainly due to the electro
magnetic field. If large E is applied (E > 175 V/cm), the 
temperature difference will increase greatly, and thermocouples 
should not be used to measure the temperature in the electro
magnetic field with microwave heating. 

Table 2 fm uncertainty estimates (95 percent confidence) 

f,„ 

So 0 0.25 0.5 0.75 1 

1 
0.7 
0.5 
0.25 

±0.059 
±0.070 
±0.083 
±0.12 

±0.053 
±0.063 
±0.075 
±0.11 

±0.051 
±0.061 
±0.072 
±0.10 

±0.053 
±0.063 
±0.075 
±0.11 

±0.059 
±0.070 
±0.083 
±0.12 
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Experimental Results 

Figure 7 shows the sample temperature variation during the 
drying (S0 = 0.7, E = 120 V/cm, P = 15 Pa, / = 0.008 m). It 
can be seen that the sample temperature at different positions 
decreases quickly after starting the vacuum pump. In about ten 
minutes the temperature of both positions has nearly reached 
the same value, which is the wet bulb temperature of the vacuum 
chamber. Then microwave heating begins, and the time is con
sidered to be zero in the time axis. 

The temperature at different sample positions rises gradually 
after microwave heating and the change of both measured tem
peratures is the same. At 30 minutes the temperature near sam
ple surface increases suddenly and rises quickly. The center 
temperature keeps changing gradually, remains flat for a time 
period, and decreases a little at 150 minutes. At 165 minutes 
the center temperature suddenly increases in a way similar to 
the surface temperature at 30 minutes. The time of the sudden 
change in the center temperature can be considered to be the 
end point of the drying process. 

During microwave heating, the temperature change of frozen 
ice and the dried region in a beef sample is different. Due to 
the position error of the measured point, the measured results 
of surface temperature changes just like the center temperature 
before r < 30 minutes. 

Figure 7 also indicates the numerical results for the tempera
ture at different sample positions when calculated with the subli
mation-condensation model under the same operation condi
tions. Both the numerical results and the experimental results 
show that the time is relatively short for the sample temperature 
to decrease from the initial value to the wet bulb temperature. 
As a result, the time when microwave heating begins in the 
experiment can be considered to be the starting point of micro
wave freeze drying in the calculation. It can be seen that the 
measured surface temperature is more like the calculated results 
of xll = 0.75 than those of xll = 1, while the temperature 
measured in the sample center is between the calculated results 
of xll = O&n&xll = 0.25. 

Figure 8 shows the variation of the moisture fraction with 
various initial saturation conditions. Their operation conditions 
are listed in Table 3. The experimental results indicate that the 
moisture fraction decreases more quickly for the smaller initial 
saturation condition. This is because more energy is generated 
in the matrix per unit of ice. If the microwave dissipation coef
ficient of the matrix is rather small, such as glass, the unit ice 
will absorb nearly the same heating power. Then it is expected 
that the different initial saturation conditions will have the same 
drying time. An extreme example is that for a porous medium 
made of pure ice. Neither melting nor thermal degradation phe
nomenon is found during these tests. 

110 170 
t(min.) 

Fig. 7 Experimental and simulated temperature versus time, xll: theo
retical: 1 -1 ; 2-0.75; 3-0.25; 4-0; experimental: D - 1 ; A-0 . 
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Fig. 8 Experimental and simulated fraction of initial moisture versus 
time, theoretical: sublimation-condensation model; - - - sublima
tion interface model. 1 —run 1; 2—run 2; 3—run 3; 4—run 4. experimen
tal: •—run 1; D—run 2; A-run 3; O—run 4. 

The numerical results for the moisture fraction calculated 
with both the sublimation-condensation model and the sublima
tion interface model are also illustrated in Fig. 8. Due to the 
saturation change in the sublimation-condensation region, the 
variation of the dimensionless position of the sublimation front 
cannot represent the change of the moisture fraction. The mois
ture as a fraction of initial moisture is obtained from 

Jin = I — dx, 
Jo Sal 

(28) 

It is seen that the experimental results agree better with the 
calculated results of the sublimation-condensation model than 
that of the sublimation interface model. This proves that the 
sublimation-condensation region does exist, and it has a great 
effect on heat and mass transfer during microwave freeze-drying 
of unsaturated porous media. 

Though the measured temperatures fluctuate from the theoret
ical results illustrated in Fig. 7 due to the effect of the electro
magnetic field, it seems that the point of the suddenly rising 
temperature clearly represents the location of sublimation front 
at this time. If the position error of the measured center point 
is neglected, the time when the measured center temperature 
suddenly increases can be considered to be the end of drying 
process. Because of the nonuniformity of the electromagnetic 
field and the material, it seems more reasonable to use the 
results of the measured center temperature to determine the 
experimental drying time. Figure 9 compares the experimentally 
and theoretically determined drying times (the drying condi
tions in Table 3). The starting period without microwave heat
ing is not included in these experimental drying times. It can 
be seen that the drying time is approximately proportional to 
the initial saturation conditions. This means that the drying time 
at any initial saturation condition can be predicted by this linear 
relationship. The figure also indicates that the sublimation-con
densation model is in better agreement with the experimental 
results than the sublimation interface model. However, the di
mension and inside construct of the material and the position 
error of the center thermocouple still cause a relatively large 

Table 3 Operating conditions 

Run So E (V/cm) l(m) P(Pa) 

1 0.25 120 0.008 15 
2 0.5 120 0.008 15 
3 0.7 120 0.008 15 
4 1 120 0.008 15 
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Fig. 9 Experimental and theoretical drying time versus initial saturation, 
theoretical:—sublimation-condensation model; - - - sublimation interface 
model; experimental: • . 

error of the drying time between the experimental data and the 
calculated results. Besides, the time-interval value used to col
lect the experimental data has an effect on determining the exact 
ending time of the drying process, and this will lead to the error 
of the drying time as well. 

Conclusion 
A sublimation-condensation region exists in freeze-drying of 

unsaturated porous. The saturation in the sublimation-condensa
tion region will decrease greatly and this region has a significant 
effect on heat and mass transfer during microwave freeze-drying 
of unsaturated porous media. There is a great difference of 
numerical results between a sublimation-condensation model 
and a sublimation interface model. This analysis shows that the 
experimental results are in better agreement with the sublima
tion-condensation model. The experimental tests also indicate 
that the smaller initial saturation condition will have less drying 
time and the drying time is approximately proportional to the 
initial saturation. 
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Numerical Modeling of Fire 
Walls to Simulate Fire 
Resistance Test 
A fire wall is made of a mortar wall in which water storage materials are mixed. 
However, the mortar fire wall is relatively heavy. A nonorganic insulator for middle 
and high-temperature ranges such as a calcium silicate board is expected as a good 
material for the fire wall because of a light weight. Usually, a nonorganic insulator 
such as the calcium silicate board consists of a hydrate which contains free water, 
physically adsorbed water, and crystalline water. Behavior of such waters should be 
considered for a numerical model which is used to predict thermal responses of a 
fire wall. A simple one-dimensional numerical model to predict thermal response of 
a fire wall which is made of a nonorganic hydrate insulator, is developed. The 
numerical computations to simulate the thermal responses for a standard fire resis
tance test were performed for a sand wall of five percent volume of moisture and 
two calcium silicate boards which contains free water, adsorbed water, and crystal
line water. The experiments for the sand wall and the calcium silicate boards were 
also performed. The numerical results were compared with experiments. The proposed 
model well predicts the thermal responses of the- walls. 

Introduction 
It is empirically known that a humid fire resistance material 

shows good fire resistance performance. From this fact, a mortar 
wall in which water storage materials such as silica gels or 
humid perlites are mixed, is widely used for a fire wall of a 
safe. However, the mortar fire wall whose density ranges from 
2000 to 2500 kg/m3, is relatively heavy. Recently, there were 
increased demands to build safety storage rooms for magnetic 
media on a higher level in tall buildings. Therefore, a reduction 
of weight of the fire wall is strongly required. A nonorganic 
insulator for middle and high-temperature ranges, such as a 
calcium silicate board, is expected to be a good material for the 
fire wall because of a light weight and low thermal diffusivity. 
And a numerical model on a fire wall, which simulates the fire 
resistance test, is required to assist the development of a light
weight fire wall. • 

The evaporation of water in a fire wall will occur when the 
wall is intensely heated during a fire. Consequently, a vapor 
flow will form in the wall. Most of the nonorganic insulator 
consists of a hydrate which contains free water, adsorbed water, 
and crystalline water. Behavior of such waters should be consid
ered for a numerical model which is used to predict thermal 
responses of a fire wall. The modeling for the humid porous 
material subjected to fires and the numerical prediction for the 
temperature response have been investigated by Sahota and 
Pagni (1979), Dayan and Gluekler (1982), and Huang and 
Ahmed (1991). However, a concrete wall or a light-weight 
concrete wall were objects of these investigations. Only the 
evaporation of the free water was considered in the model. 
We failed to disclose the modeling for the nonorganic hydrate 
insulators. This is the motivation of the present study. 

A simple one-dimensional numerical model to predict ther
mal responses of a fire wall, which is made of a nonorganic 
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hydrate insulator, such as a calcium silicate board, is developed. 
The numerical computations to simulate the thermal responses 
for a standard fire resistance test were performed for a sand 
wall of five percent volume of moisture and two calcium silicate 
boards containing free water, adsorbed water, and crystalline 
water. Fire resistance tests for the sand wall and the calcium 
silicate boards were also performed. Comparisons between the 
numerical results and experimental results were performed. 

Formulation 

Description of the Problem. The problem to be considered 
in this study is schematically depicted in Fig. 1. A one-dimen
sional fire wall of thickness L, which consists of a humid porous 
material whose pore is filled with air and water, is considered. 
The wall is initially kept at temperature Tt. At time, t = 0, the 
right surface of the wall (the heated surface) is exposed to the 
fire flame. The temperature of the heated surface instantaneously 
rises. It is assumed that the free water in the wall evaporates 
when the temperature reaches the saturation temperature of the 
water. Therefore, the moisture transfer will be excluded in the 
model. Under this assumption, a liquid-vapor interface is 
formed in the wall. The vapor generated at the interface flows 
in the wall from the right side of the interface to the heated 
surface. Note that the vapor flows in the opposite direction to 
the heat flow. And the interface moves to the left with time. 
The regions of the left and right sides of the interface will be 
called as "a liquid region" and "a vapor region," respectively. 
As mentioned above, in the case of a nonorganic hydrate insula
tor, it contains the adsorbed water and the crystalline water. 
Therefore, the evaporation of the adsorbed water and decompo
sition of the crystalline water occur at a temperature above the 
saturation temperature. Then, we consider three temperature 
ranges. The first temperature range is up to the saturation tem
perature from a room temperature. The second temperature 
range is up to a temperature where the decomposition of the 
crystalline water occurs. And the third temperature range is 
over the decomposition temperature. Constant thermophysical 
properties in each region are assumed. It is further assumed that 
the pores in the vapor region of the porous material are filled 
with vapor, and there is no liquid flow in the liquid region. 
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Fig. 1 Schematic diagram of a fire wall 

Conservation Equations. The governing equations to be 
considered are the continuity, momentum, and energy equa
tions. It is assumed that the vapor flow in the vapor region is 
governed by Darcy's model. The enthalpy transformed form of 
the energy equation for a phase-change problem proposed by 
Cao et al. (1989) is adopted. Then, the governing equations 
take the following form: 

0 = 

d(.pvU) 
dX 

dP_ 

dX 

= 0 

<9(Peff£Wr) 

dt 

d\ pv —— UEM 
Cpe!r 

dX 

•PJJ 

d2{TEst() + d2S 

8X1 ax2 

where 

r(£ e f f) = 

S(Ec(l) 

Kvcff/Cpvtff (Eeff > 0 ) 

0 (-y e f f ==£ e f f <0) 

KteffICpitff (Etff < — yeff) 

0 ( £ e f f > 0 ) 

0 (-y e f f < £ e f f < 0) 

KI eff 7eff ICpitff (-Eeff < ~ Tefl') 

(1) 

(2) 

(3) 

(4) 

(5) 

and where £6ff is the effective enthalpy of the wall, and we have 
selected Eat = 0 at the situation where the pore of the porous 
material is filled with the vapor at the saturated temperature. 

.Keff and CpeSf represent the effective thermal conductivity and 
the effective specific heat of the wall. Those physical properties 
will be discussed later. yeff represents as the effective latent 
heat of the free water. Therefore, the latent heat of the adsorbed 
water and the crystalline water are not included in ycfS. y is 
denoted as the latent heat of the free water, and the effective 
latent heat can be expressed as 

Teff 
4>iPiJ 

putt 
(6) 

Note that the second term of left-hand side of Eq. (3) represents 
the convection term which transports the enthalpy by vapor 
flow, and its value takes zero in the liquid region. 

Initial and Boundary Conditions. The wall is initially 
kept at temperature Tt. Thus, the initial conditions are 

t < 0: T = Tit U = 0. (7) 

At time t = 0, the heated surface of the wall is exposed to the 
fire flame. In this case, the surface is heated by convection and 
radiation. And the left surface is insulated. Also the boundary 
condition for the case where the both surface temperatures are 
specified is considered. The boundary condition can be ex
pressed as 

f > 0 , X = L: qH = h„{T» - TH) + eHa(Ti - T4
H) (8) 

or TH=fH(t) 

X = 0: dTldX = 0 

or Tc=fc(t) 

(9) 

(10) 

(11) 

where qH is the heat flux on the heated surface and r„ is the 
fire temperature. 

The Darcy velocity, U, becomes constant under the assump
tion of the constant vapor density and it can be expressed from 
the mass balance at the interface. 

U = 
-fyipi dX, 

p„ dt 
(12) 

where dX,ldt represents the moving velocity of the interface. 

Numerical Solution. From the examination of Eqs. (1) and 
(2), it is obvious that the mass flux of the vapor, pvU, is constant 
in the vapor region and the pressure changes linearly in that 
region. It is true that the saturated temperature depends on the 
pressure. Therefore, Eq. (3) should be solved coupling with 
Eqs. (1) and (2). However, the sensibility of the saturated 
temperature is low, and the permeability of the material, which 
could be used for the fire wall, is not so low. From these facts, 
the computations were performed for the fixed saturation tem
perature of 373.15 K. The capillary or surface tension may have 

N o m e n c l a t u r e 

A = coefficient defined in Eq. (16) 
B = coefficient defined in Eq. (16) 

C, = coefficient defined in Eq. (16) 
C2 = coefficient defined in Eq. (16) 

specific heat, J/kg K 
enthalpy, J/kg 
heat transfer coefficient, W/m2K 
thermal conductivity, W/m K 

k = permeability of porous medium, m2 

P = pressure, Pa 
q = heat flux, W/m2 

S = coefficient in Eq. (3) 

E 
h 
K 

T = temperature, K 
T„ = surrounding temperature of furnace, 

K 
t = time, s or h 

U = Darcy velocity, m/s 
X = coordinate, m 
Xi = interface location, m 
e = emissivity 

(f> = porosity 
4>„ = volume fraction of air 
<pi = volume fraction of water 
y = latent heat, J/kg 
T = coefficient in Eq. (3) 

v = kinematic viscosity, m2/s 
p = density, kg/m3 

a = Stefan-Boltzmann constant, 
m2K4 

Subscripts 
a = air 
C = opposite wall 

eff = effective value 
H = Heated wall 

i = initial condition 
/ = water 
s = solid particle 
t> = vapor 

W/ 
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Fig. 2 Experimental setup for heating test of a sand wall 

an effect on the saturation temperature. However, these effects 
are not considered. 

The numerical methodology proposed by Cao et al. (1989) 
for the energy equation is adopted. Therefore, the discretized 
procedure of the equation is based on the control-volume-based 
upwind scheme. The computations were performed with 62 grid 
points and a time step of 10 sec. 

Fire Resistance Test for Sand Wall 

Experimental Setup. The first heated test was conducted 
for a humid sand wall to verify the validity of the proposed 
numerical model, since it can be considered that a humid sand 
wall contains only free water. A schematic diagram of the exper
imental setup is presented in Fig. 2. The size of the sand used 
is up to 1 mm diameter. The measured porosity of the sand 
layer was 46 percent. The sand was dried, and then five percent 
volume of water was uniformly added. 

As shown in Fig. 2, the sand layer of 400 mm X 400 mm 
and 40 mm depth is placed horizontally between copper plates 
of 5 mm thick. An electric heater of 1.5 kW is placed behind 
the upper copper plate (heated plate). Exhausting holes for 
vapor flow are drilled on the upper copper plate. The side walls 
are made of bakelite plates and the equipment is insulated by 
the glass wool to minimize the heat loss. Using the copper 
and constantan thermocouples of 0.3 mm0, the heated wall 
temperature, the lower wall (opposite wall) temperature, and 
temperatures at three points with equal interval spacing of 10 
mm in the sand layer were measured. The uncertain temperature 
is estimated to be 0.1 K. 

The heated surface temperature rises gradually because of 
the heat capacity of the plate, and it reaches steady-state after 
20 minutes. The measured temperatures of heated and opposite 
surfaces can be expressed by the following expressions: 

TH = 

Tc = 

287.1 + 0.281? - 7.06 X 10~5r2 (t == 1200) 

523.15 

' 288.6 - 7.194 X HT 

373.15 (t > 2100) 

(f > 1200) 
(13) 

1.322 X 10 "V 

(t < 2100) 

(14) 

The numerical computation was performed using Eqs. (13) and 
(14) for the boundary condition of the heated and opposite 
surfaces. 

Thermophysical Properties. The thermophysical proper
ties are estimated from the volume fraction of the sand particle 
(1 - 0O - </>/), the volume fraction of the free water (0i) , and 
the volume fraction of air (0„), using the properties of the sand 
particle, water, and air. The effective thermal conductivity in 
the liquid region of the sand layer, KieS!, is estimated from 

Sand particle Water Vapor Air 
7(K) 400 K 373 K 400 K 373 K 

P (kg/m3) 2650 958.4 0.555 0.916 
Cp (J/kg-K) 891 4216 2000 1013 
AT(W/m-K) 4.70 0.682 0.0268 0.0323 
u (m2/s) — — 24 X 10"6 — 
y (J/kg) — 2.182 X 10fi — — 

following equation proposed by Tanaka (1991) for humid po
rous materials: 

Ku 
(1 -A)K, 

2B(1 - K,IKS) 
In 1 + IB 

(KJK,- 1)C, 

1 - A 

(1 -A)Ka In-
1 + 2B(KJKa - 1) 

2fl(l - KJK,) 1 + 2B(KJKa - 1)C,/(1 - A) 

+ {A-(I -C2)}K, + (l ~C2)Ka (15) 

where 

A = 20/ (3 - 0 ) , B = 0 /3 and 

0, =s 5 (1 - A ) : C, = {(1 -A)<t>,/B}0-5, C2 = 1 - A 

0, > f l ( l - A ) : 

C, = 1 - A, C2 = 0, + (1 - fl)(l - A). (16) 

The estimated value of Kt eff is 1.43 W/mK and this value is used 
for the computation. Also, the effective thermal conductivity in 
the vapor region of the sand layer, K„ M, is also estimated from 
the following equation proposed by Tanaka (1990): 

Kv, = AKV + (1 - A)KV 
In (1 + 2B(KJK„ - 1)] 

2S(1 - KJK,) 
(17) 

The estimated value is ^„eff = 0.234 W/mK. The properties of 
each element of the sand layer used for the estimation of the 
effective values are listed in Table 1. The properties of a quartz 
particle at 400 K is used for the value of the sand particle. 

Experimental and Numerical Results. Measured temper
atures at point a, point b, and point c are plotted in Fig. 3 as 
a function of time. In the figure, dashed lines represent the 
temperatures of the heated and opposite walls. The initial tem
perature of the sand layer is 289.15 K, and the temperature of 
the sand layer rises and levels off as it reaches to 373.15 K. 
The temperature rises again after the water evaporates. The 
solid lines in the figure represent the numerical results. The 
numerical result is higher and lower than the experimental re-

t , mln 

Fig. 3 Predicted and experimental temperatures 
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Table 2 Porosity, volume fractions of water and air 

Sample A Sample B 

4>a 

0.876 
0.012 
0.864 

0.876 
0.018 
0.858 

12.4 

11.7 -

suits depending on the point. However, the time when the tem
perature rises again from 373.15 K agrees well with the experi
mental result. 

In this numerical model, the saturation temperature is fixed 
at 373.15 K. To verify the validity of this assumption, the pres
sure in the sand layer is estimated from Eq. (2). The value of 
1.8 X 10 10 m2 (e.g., Nield, 1992) for the permeability of the 
sand layer is used for the estimation. The maximum pressure 
rise at the interface is 1 Pa. Therefore, the saturation temperature 
can be considered as 373.15 K. 

Fire Resistance Tests for Calcium-Silicate Boards 

Calcium-Silicate Boards. There are two types of calcium-
silicate boards whose density ranges from 130 to 220 kg/m3 

and from 400 to 600 kg/m3. The later is the pressed one of a 
low density board to reduce the thermal radiation. Low thermal 
conductivity and high heat capacity are required for the fire 
wall. Then, the numerical model for high density calcium-sili
cate boards, which contain different amount of the resin binder, 
will be presented. These two boards will be called a calcium-
silicate board A and a calcium-silicate board B whose densities 
are about 400 kg/m3. 

The microphotograph for the boards are not presented here. 
But, the size of the void is less than 0.1 p,m for both boards. 
Kunii et al. (1962) reported that the radiation heat transfer 
decreases with decreasing the size of the void. Therefore, the 
radiation heat transfer seems to be negligible small. Then, the 
radiation heat transfer is not included in the model. 

The density and specific heat of the board change with tem
perature because of the evaporation of the adsorbed water and 
the decomposition of the crystalline water. Some measurements 
were done to obtain the thermal properties of the boards. 

Measurement of Moisture Content. To measure the mois
ture content of the boards, the pieces of the calcium silicate 
boards of 30 mm cube were left in an electric furnace for 4.5 
hours whose temperature was kept at 378.15 K. The moisture 
content of the boards was evaluated from the change in weight. 
The measured mass fractions of the free water in the test pieces 
are 2.82 and 4.04 wt% for the boards A and B, respectively. 
Using the density of water at 373.15 K, the volume fraction 
converted from the mass fraction is listed in Table 2. The effec
tive density of the test pieces are, respectively, 405 and 406 
kg/m3. The porosity of the test pieces, 4>a, can be calculated 
from Eq. (16) using the effective density, pveff, and the density 
of the crystal of the calcium-silicate, ps = 3270 kg/m3. The 
results are also listed in Table 2. 

Thermogravimetry (TG) and Differential Thermal Anal
ysis (DTA). The mass fractions of the adsorbed water, the 
crystalline water, and the resin binder were measured by using 
the thermogravity meter (Seiko Densi Co., TG/DTA 300). It 
is known that the heating rate within 5 ~ 20 K/min does not 
affect the results of TG and DTA. Then, the heating rate of 10 
K/min was chosen. And the endothermic value of decomposi
tion of the crystalline water was measured by using a differential 
thermal analyzer. The results of TG and DTA for the board A 
are plotted in Fig. 4. The solid line in the figure represents the 
result of TG and the dashed line represents DTA. As seen from 
the result of TG, the mass decreases gradually until 520 K, and 
the mass decreases twice in step fashion. The first mass reduc-

10.3 -

9.6 
300 500 700 900 1100 

T. K 

Fig. 4 Results of TG/DTA for calcium-silicate board A 

tion occurs in the temperature range from 570 to 720 K and the 
second reduction occurs in the range from 770 to 970 K. The 
reduction to 520 K is due to the evaporation of the adsorbed 
water, and the mass reduction from 570 to 720 K is due to the 
thermal decomposition of the resin binder. The last reduction 
from 770 to 970 K is due to the decomposition of the crystalline 
water. 

As seen from Fig. 4, the mass reduction occurs continuously. 
Therefore, it is quite difficult to separate the masses of the 
adsorbed water, the resin binder, and the crystalline water ex
actly from the result of TG. Referring the result of DTA, the 
end point of the evaporation of the adsorbed water, denoted by 
I (the starting point of the decomposition of the resin binder), 
the end point of the thermal decomposition, denoted by II (the 
starting point of the decomposition of the crystalline water), 
and the end point of the decomposition of the crystalline water, 
denoted by III, are decided. The evaluated mass fractions of the 
free water, the adsorbed water, the resin binder, and the crystal
line water are listed in Table 3. 

Thermophysical Properties. Although the mass decreases 
in a step fashion as seen in Fig. 4, the mass reduction can be 
approximated by a liner function as 

po (T< 373.15) 

Pat = \c, - c2T (373.15 < T < Tm) (18) 

Pm (Tm < T) 

where Tm represents the temperature of the end point of the 
decomposition of the crystalline water. The values of the coef
ficients ci, c2, po, and pm are listed in Table 4. The correlation 
expressed by Eq. (18) is plotted in Fig. 4 by the dotted line. 

Table 3 Mass fraction of water, adsorbed water, resin, 
crystalline water 

Sample A (wt%) Sample B (wt%) 

(a) Water 
(b) Adsorbed water 
(c) Resin 
(d) Crystalline water 

2.82 4.04 
1.03 1.79 
6.65 1.28 

10.72 11.24 

Table 4 Coefficients of Eq. (18) 

Sample A Sample B 

Po kg/m3 417.0 423.1 
Cl 441.2 432.8 
Cl 0.09708 0.07195 
pia kg/m3 328.6 345.5 
TmK 1136.85 1213.75 
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The peak of the DTA curve near 670 K represents the exo
thermic response due to the thermal decomposition of the resin 
binder. The shaded area in the figure represents the endothermic 
value due to the evaporation of the crystalline water. However, 
the area depends on the decision of the starting point s and the 
end point e. The endothermic value obtained from the figure is 
2250 kJ/kg. The endothermic value due to the evaporation of 
the adsorbed water does not appear on the DTA curve in the 
figure, since the amount of adsorbed water is small. The latent 
heat of the free water at 373.15 K under the standard pressure, 
2256.9 kJ/kg, is used for both endothermic values of the ad
sorbed water and the crystalline water. The exothermic values 
due to the decomposition of the binder obtained from the figure 
is 1900 kJ/kg. Therefore, the effective latent heat can be calcu
lated by 

A7 = 2256.9 X {(b) + (d)} - 1900 X (c) kJ/kg. (19) 

The effective specific heat of the calcium-silicate board is 
838.4 J/kg K (catalog value). This value is considered as the 
value for the dried board. Then, the effective value for the board 
below 373.15 K, including the effect of the moisture, is 

Cputf — 
930.6 (sample A) 

973.6 (sample B) 
(20) 

Under the assumption that the decomposition of the resin binder, 
the evaporation of the adsorbed water, and the decomposition 
of the crystalline water occurs continuously from 373.15 K to 
Tm, those generated and absorbed heats could be included in 
the effective specific heat as 

f { A 7 / ( r I n - 373.15) }p„ 

Q?ueff — < 

+ 838.4 
pat 

(373.15 <T< Tm) 
(21) 

838.4 (T,,, < T) 

The effective thermal conductivities for both boards at room 
temperature were measured by the comparison method. Mea
sured values are Klef( = 0.105 W/mK for the board A and Kt eff 

= 0.144 W/mK for the board B, respectively. A:„eft = 0.070 W/ 
mK was used for the effective thermal conductivity in the range 
of T > 373.15 K. This value is the thermal conductivity of the 
calcium-silicate board at 400 K (e.g., Thermophysical Proper
ties Handbook, 1990). 

Comparisons With Experimental and Numerical Results. 
A schematic diagram of the experimental setup for the fire 
resistance test is presented in Fig. 5. Two calcium-silicate test 
boards of 210 mm X 210 mm X 60 mm were placed 8 mm 
apart. These two boards were insulated by a calcium-silicate 
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Fig. 5 Experimental setup for fire resistance test of calcium-silicate 
board 
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Fig. 6 Predicted and experimental results 

insulator 60 mm thick whose density was 150 kg/m3. These 
set of the boards were covered by a steel box of 1 mm thick. 
The box was set in an electric furnace. The air temperature of 
the furnace was controlled to follow the standard heating curve 
defined by JIS (Japanese Industrial Standard) SI037. The air 
temperature in the 8 mm gap was measured by K-type thermo
couple of 0.65 mm (j>. It can be considered that the measured 
temperature was slightly lower than that of the back surface of 
the board. 

The computations were conducted with hH = 50 W/m2K and 
eH = 0.9 for the heated surface and with the insulated boundary 
condition for the opposite surface. The same values were used 
in the paper by Huang et al. (1991). However, some researchers 
(e.g., Sultan et al„ 1986) adopted hH = 20 ~ 30 W/m2K for 
the computation instead of 50 W/m2K. The surrounding temper
ature Ta which is calculated from Eq. (22) was also used for 
the computations. Note that the Eq. (22) is the approximation 
of the standard heating curve. 

7L = 1353 - 340e" 130e" - 610c" (22) 

The initial temperatures of the boards of A and B were, re
spectively, 297.15 and 283.15 K. While the calculated tempera
ture of Tx from Eq. (22) was lower than the initial temperature 
T,, Ta = Ti was assumed. The results are plotted in Fig. 6. The 
solid line and dashed line in the figure represent the numerical 
results. As seen in the figure, a discrepancy between the numeri
cal and experimental results can be seen at the initiation of 
heating. However, the predicted time when the temperature rises 
again from 373.15 K almost coincides with the numerical re
sults. The reason for this discrepancy is not clear since we can 
only observe the temperature. However, the fact is that the 
experimentally observed temperature rise is earlier than the nu
merical one. Since there are vapor vents on the periphery of 
the air gap, the vapor flow toward the inner direction may occur 
in the board. 

The measurement of the permeability of the board B was also 
conducted using a 10 mm board. The obtained value is k = 3 
X 10 ~15 m2. Using this value, the estimated maximum pressure 
rise at the interface was 0.5 X 105 Pa when the liquid-vapor 
interface is located at Xi = 14 mm. The saturation temperature 
rises U K due to the pressure rise. 

Concluding Remarks 
The simple one-dimensional numerical model to predict ther

mal responses of a fire wall which is made of a nonorganic 
insulator is developed. To verify the validity of the proposed 
model, fire resistance tests were performed for a sand wall and 
two calcium silicate boards. The results were compared with 
the numerical results. A discrepancy of the temperature re
sponses can be seen at the initiation of heating. However, the 
predicted time when the temperature rises from 373.15 K agrees 
well with the numerical results. 
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Flow and Heat Transfer 
Characteristics Inside Packed 
and Fluidized Beds 
This paper investigates experimentally and theoretically the flow and heat transfer 
characteristics inside packed and fluidized beds. A single-blow transient technique 
combined with a thermal nonequilibrium two-equation model determined the heat 
transfer performances. Spherical particles were randomly packed in the test section 
for simulating the packed beds with porosity e = 0.38 and 0.39. Particles were strung 
with different spaces for fluidized beds with e = 0.48 ~ 0.97. The ranges of dominant 
parameters are the Prandtl number Pr — 0.71, the particle Reynolds number Red = 
200 ~ 7000, and e = 0.38 ~ 0.97. The results show that the heat transfer coefficient 
increases with the decrease in the porosity and the increase in the particle Reynolds 
number. The friction coefficients of the fluidized beds with e = 0.48 and 0.53 have 
significant deviations from that of the packed bed with e = 0.38 and 0.39. Due to 
fewer interactions among particles for s = 0.97, the friction coefficient approaches 
the value of a single particle. 

Introduction 

Porous media have been employed widely in electronic cool
ing, thermal energy storage system, geothermal system and 
many other areas. Researchers have focused their attentions to 
the studies of drag and heat transfer in porous media for decades. 
For theoretical simulation of the transport phenomena in porous 
media, Vafai and Tien (1981) used a non-Darcian model to 
account for the boundary and inertia effects in forced convec
tion. Vafai et al. (1985), Beckerman and Viskanta (1987), 
Cheng and Zhu (1987), and Renken and Poulikakos (1987, 
1988) studied the forced convection in the porous media with 
the effects of flow inertia, thermal dispersion, variable porosity, 
and Brinkman friction. All the above-mentioned theoretical 
studies adopted the local thermal equilibrium assumption for 
formulating the energy equation. Generally, the values of ther
mal conductivity of the solid and fluid are not of the same order 
of magnitude. One should consider the heat transfer between 
the solid and the fluid phases for a better prediction of the heat 
transfer performance. 

Koh and Colony (1974) and Koh and Stevens (1975) studied 
the forced convection in a porous channel filled with a high 
conductivity porous material by using the Darcy flow model. 
They reported that the wall temperature and the wall-to-coolant 
temperature difference decrease drastically in the channel with 
a constant heat flux. Vafai and Sozen (1990) presented an analy
sis of the forced gas flow through a packed bed of spherical 
particles. They used the fluid-to-solid heat transfer coefficients 
from an empirical correlation established by Gamson et al. 
(1943). The results showed that the local thermal equilibrium 
condition was very sensitive to the particle Reynolds number 
and the Darcy number. Chen and Yue (1991) studied theoreti
cally and experimentally the thermal performance of packed 
capsules in an ice water storage system for air conditioning. 

Hwang et al. (1994, 1995) found that the value of the heat 
transfer coefficient between the solid and the fluid phases might 
affect seriously the estimation of the heat transfer performance 
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in a high conductivity porous channel. The structure and poros
ity of the porous media may also affect the flow patterns and 
thermal transport phenomena in the porous channels. Ergun 
(1952), Kuo and Nydegger (1978), Robbins and Gough 
(1978), and Jones and Krier (1983) investigated the channel 
flow drag with porosity from 0.38 to 0.65. Galloway and Sage 
(1970) and Rowe and Claxton (1965) measured the heat trans
fer performance in porous channels. 

Howard (1964) presented a single-blow method including 
the effect of longitudinal heat conduction. Liang and Yang 
(1975) used the single-blow transient method to determine the 
heat transfer performance of perforated heat exchanger surfaces. 
This method measures the transient temperature response curves 
at the inlet and outlet sections. It requires a trial value of the 
heat transfer coefficient in numerical modeling for calculating 
the exit fluid temperature. If the calculated exit temperature 
does not match with the measured one, one should modify the 
trial value of the heat transfer coefficient. 

A porous medium provides a large thermal dispersion and a 
solid-fluid contact area many times greater than the duct surface 
area, thus greatly enhancing the heat transfer. The purpose of 
this paper was to study the heat transfer performance of the 
porous channels by using the single-blow transient method com
bined with a thermal nonequilibrium two-equation miodel. This 
study set up a low-speed wind tunnel with an air heater and 
measurement systems of flow and temperature. When high-
temperature air passed through the porous channel, a tempera
ture recorder measured the transient inlet and outlet fluid tem
peratures for determining the internal heat transfer coefficients. 
The results show that the particle Reynolds number and porosity 
greatly affect the heat transfer coefficient. 

Experimental Apparatus and Procedure 

Experimental Apparatus. Figure 1 shows an experimental 
setup for flow drag and heat transfer measurements of packed 
and fluidized beds. It includes four major parts: (a) wind tunnel, 
(b) test section, (c) porous medium, and (d) data acquisition 
system. The details of the apparatus are depicted as follows: 

(a) Wind Tunnel: It was an open-looped suction-type low-
speed wind tunnel. Through a 1.1 X 1.1 m2 bell mouth with a 
honeycomb straightener, air passed two contraction sections with 
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1. wind tunnel a. power supply 
2. honey-comb 9. recorder 
3. airfoil fan type blower 10. pitot tube 
4. motor 11. micro-manometer 
5. power supply IB. Pit. thermometric sensor 
6. test section 13. computer 
7. heating plate 

Fig. 1 Schematic of test system 

ratios 30:1 and 4:1 for reducing the turbulence level. An airfoil 
fan-type blower could drive the air flow rate up to 144 m3/min 
by a voltage-regulated power supply. To heat up the air flow before 
entering the test section, a specially designed plate heater was 
installed upstream of the test section. A 30 /xm X 20 mm X 250 
cm SUS304 stainless steel foil was wound around 24 times with 
4 mm spacing in a bakelite frame to form the plate heater. The 
ends of the foil connected with brass bars on the outer surface of 
the frame. Electric power supplied through the brass bars by means 
of an electromagnetic switch, resulting in the inlet air temperature 
rising exponentially with time. 

(b) Test Section: The test section was a square channel 
of cross section 10 X 10 cm2 and length 30 cm. The tunnel 
walls were made of 20-mm thickness Plexiglas for observing 
the particle bed structure and reducing the heat loss. For the 
packed bed, the randomly arranged sphere particles filled up in 
the test section. Two stainless steel screens placed at the inlet 
and the outlet sections held the particles tightly in place. The 
fluidized bed was simulated by stringing nylon thread through 
the spherical particles in the test section. The nylon threads 
were fixed in 20 X 60 holes with a diameter of 1 mm. The 
holes were on two side walls of the test section, as shown in 

Fig. 2. The porosity can be adjusted by changing the particle 
size and the space between the particles. It is also noted in Fig. 
2 that the number of particles is 10 X 10 X 30 for the case of 
dp = 10 mm and e = 0.48, and the number of particles is 19 
X 19 X 60 for dp = 5 mm and s = 0.53. Due to the accumulated 
error in dimension, 20 X 20 particles with dp = 5 mm cannot 
be fitted in the cross-sectional area of 10 X 10 cm2. There were 
two cover plates for reducing flow leakage from the side walls 
of the test section. Two Pitot tubes of outside diameter 3.18 
mm were installed at the upstream and the downstream of the 
test section for measuring the static pressure difference. The 
platinum wire resistance read the air flow average temperatures 
at the inlet and the outlet sections. The platinum wire of diame
ter 50 /xm and length 1 m was wound with an equal spacing of 
1 cm across the channel section to form a resistance temperature 
detector (RTD). Incorporated with a thermostat, a linear cali
bration curve correlated the temperature range from 20 to 60°C. 
Due to the wake effect, air temperature behind the porous bed 
was nonuniform and fluctuated. It is expected that the RTD 
may be more suitable for mean temperature measurement than 
the temperature grid by using a number of thermocouples 
jointed together. 

Nomenclature 

A = heat exchange area, m2 

C| = constant, = mscjmfcf 

c = isobaric specific heat, J/kgK 
Cf = friction coefficient 
dp = average bead diameter, m 
Fv = friction factor 

h = heat transfer coefficient, W/m2K 
k = thermal conductivity, W/mK 
L = test section length, m 
m = mass, kg 
rh = mass flow rate of fluid, kg/s 

Nu =Nusselt number, = hdplkf 

P = pressure, N/m2 

Pr = fluid Prandtl number, = cffj,f/kf 

Red = particle Reynolds number, = 
PfUdp/fif 

T = temperature, K 
Tflnai = inlet fluid temperature, K 

T0 = initial temperature, K 
t = time, sec 

U = inlet average velocity, m/s 
v, = volume of total porous channel 

X = dimensionless axial length 
x = axial length, m 

Greek symbols 

e = void fraction or porosity 
fj, = dynamic viscosity, kg/ms 

8 = dimensionless temperature 
p = density, kg/m3 

T, = time constant of inlet fluid 
temperature, sec 

rsys = time constant of solid-fluid system, 
mscJhA 

Subscripts 
/ = fluid 
in = inlet 

out = exit 
s = solid 
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spherical particle - nylon thread 
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Fig. 2 Packed and fluidized beds 

(c) Porous Medium: The properties of solid an ABS par
ticle are ps = 1190. kg/m3, ks = 0.137 W/mK and c„ = 1255. 
J/kgK. The porosity of the packed bed was evaluated by using 
e = (u, - vs)/v,. In this expression, v, is the volume of the 
total porous channel measured by its geometry, and v,-vs is the 
difference of the total channel volume and particle volume. 
v,-v„ is also the volume of filling water. The porosity of the 
fluidized bed was obtained by calculation. 

(d) Data Acquisition System: Pitot tubes measured the 
pressure drop and air velocity across the test channel. A digital 
manometer was for low-pressure difference (less than 2.02 X 
103 N/m2) and a U-tube Aq manometer was for high-pressure 
differences (1.01 X 103 ~ 1.01 X 104 N/m2) . Response for 
monitoring the air temperatures must be fast enough to collect 
enough data in the transient period. The time histories of the 
inlet and outlet air temperatures were recorded in a resistance 
mode by using a recorder. The circuits connected to a personal 
computer by using a GPIB interface and the conversion rate of 
the bridge circuits was 135 samples per sec. 

Procedure. The air flow velocity determined by the up
stream total and static pressure difference in the wind tunnel 
was kept constant for each run. The bead diameter and the 
average velocity defined the Reynolds number. The pressure 
drop, AP, was the static pressure difference between the inlet 
at position 4 cm in front of the test section and the exit at 
position 7 cm behind the test section. The heated inlet air had 
a temperature rise of around 20°C. A personal computer contin
uously recorded the time history of the air exit temperature until 
the temperature achieved a steady state. Before starting another 
test run, it took 20 to 30 minutes for the test section to cool 
down. 

Analysis 

Considering the heat transfer mechanism in a porous channel 
involves a complex thermal transport between the fluid and 
porous medium. The present study applied the single-blow tran
sient method. A heated fluid flow supplied thermal energy to 
the heat transfer surface of the porous medium. The transient 
response of the outlet fluid temperature estimated the heat trans
fer coefficient between the fluid and the solid material. The 
following assumptions and simplifications are employed for fa
cilitating the analysis of this problem. 

1 The volumetric average fluid velocity in the porous chan
nel is uniform. 

2 The inlet fluid temperature is uniform. The temperatures 
of solid and fluid in the porous channel depend only on the 
position along the flow direction and time. Therefore, one is 
able to employ a one-dimensional transient heat transfer model. 

3 The permeability is homogeneous and isotropic. The fluid 
thermophysical properties may be evaluated at the measured 
local average temperature. 

4 There is no local thermal equilibrium between the solid 
and fluid phases. 

5 The conduction and dispersion along the streamwise di
rection are neglected. 

Thus, energy equations of the solid and fluid phases are 

msc„ —•1 = hA (7} - Ts) (1) 

07V 
m / c / ^ 7 + mfcf 

UdT, I _ 
dx 

hA(Ts - Tf). (2) 

In the above equations, T„ and 7} indicate the volumetric average 
temperature of the solid and fluid phase, respectively, h is the 
heat transfer coefficient between the solid and fluid phase, and 
A is the heat exchange area. Equation (1) shows that the heat 
transferred from the fluid become the change of internal energy 
in solid. Equation (2) indicates that the enthalpy change of the 
fluid and the heat convection in the longitudinal direction bal
ance the heat transfer to the solid phase. In the above equation, 
one neglects the axial thermal dispersion effect. By putting air 
velocity around 10 m/s, thermal dispersion around 50 times 
of the thermal diffusivity, and using the bead diameter as the 
characteristic length, one may find that the value of the advec-
tion term is about one order of magnitude higher than the axial 
thermal dispersion. Therefore, it is justified to use the above 
equations for the heat transfer analysis. 

The associate initial and boundary conditions are 

r ,(0, x) = 7}(0, x) = T0 (3) 

Tf(t, 0) = T0 + (r„„al - T0)(l - e-"T>) (4) 

where TRml is the inlet fluid steady-state temperature and T, is 
the experimentally determined time constant. The time constant 
is defined at (7}(f, 0) - T^HT^ - T0) = 0.632. 
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The governing equations can be nondimensionalized by intro
ducing the following variables: 

e = 
To 

X 
rhfCfLIhA 

««££ . r _ mscs 
' SVS . . ) *-^l 

hA rrifCf 

where L is the porous channel length, rsys is the time constant 
of solid-fluid system, and Ci is the ratio of heat capacities of 
the solid and the fluid. The nondimensionalized equations, ini
tial and boundary conditions are then expressed as follows: 

dr - uf (5) 

d0f 

dr 
+ Q UOf 

~dX 
c,{es~e{) 

9S(0, X) = 6f(0, X) = 0 

0f = f(r)= 1 -e~^' 

(6) 

(7) 

(8) 

where r* is defined as r,-/rsys. Using the prescribed values of 
geometric properties, the thermophysical properties, fluid inlet 
temperatures, mass flow rate and the guessed heat transfer coef
ficient h, one solves simultaneously the coupled Eqs. (5) to (8) 
for temperature distributions of solid and the fluid phases. One 
applies a finite difference explicit scheme to these equations. 
One has to ensure the stability of the numerical scheme by 
choosing a proper combination of Ar = 0.05 and AX = 0.1 
to obtain the temperature distributions. One also checked the 
result with that of finer meshes A r = 0.05 and AX =0 .1 with 
accuracy up to three significant figures. 

The Determination of h and Error Analysis 
One employed a modified single blow transient method de

veloped by Liang and Yang (1975) for determining the heat 
transfer performance of the porous channel. This method re
quires only the transient response curves of the average inlet 
and outlet air temperatures. To match the exit air temperature, 
one guessed a trial value for the heat transfer coefficient, h. One 
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modified the value of the heat transfer coefficient by keeping 
the difference between the predicted and the measured exit 
temperature less than 10 ~3. One select six exit temperatures 
with an equal time interval along the measured response curve. 
The arithmetical mean value of the six heat transfer coefficients 
was the heat transfer coefficient for the porous channel with an 
air flow velocity. The maximum R.M.S. difference among the 
six measured air exit temperatures and the temperatures ob
tained from the average heat transfer coefficient was under 1.13 
percent in the present study. 

An uncertainty analysis (Kline and McClintock, 1953) was 
for evaluation of the accuracy of experimental measurements. 
Equation (2) was used for estimating the percentage of uncer
tainty. The percentage of uncertainty of mf, cf, AT}, x, and A 
was 0.5, 0.5, 5, 0.2, and 1, respectively. Thus the uncertainty 
in the heat transfer coefficient was less than 5.2 percent. 

Results and Discussion 

One may define the drag coefficient Cf in a porous channel 
as (Jones and Krier, 1983) 

Cf = 
AP 

L pU2(\ - e ) 
(9) 

For correlating the relationship between Qand Rea, the follow
ing relation was the proposed friction factor, Fv (Kuo and Ny-
degger, 1978; Jones and Krier, 1983), 

Fv = Cf 
Rerf 

(1 - e) 
(10) 

To reduce the entrance effect in the measurement of flow 
drag of the porous channel, one has to have a sufficient length 
of the test section. Figure 3 shows the variations of Cf with the 
length of the test section Lldp for Red = 742, 1701, 1964, and 
2243. It is seen that all the data of Re,, = 1701, 1964, and 2243 
lie together. The data of Rerf = 742 presented higher Q values 
than those of higher Reynolds number. It is seen in the definition 
of Cf that AP is in proportion to U", where n < 2 for Rerf = 
742. The pressure difference AP is in proportion to U2 at larger 
values of the Reynolds number. It is also seen that Cf decreases 
monotonously for L/d,, =s 20, and increases slightly when L/dp 
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s: 25. The value of Cf of Lldp = 30 is about seven percent 
higher than that of LI dp = 20. This may be due to the irregularity 
of the particle arrangement and then the development of velocity 
fluctuation along the downstream region. With this observation, 
one may conclude that a length of Lldp & 20 may be long 
enough for the measurement of a fully developed flow drag 
coefficient with a few percentage errors. 

Figure 4 shows the measured value of friction coefficient Cf 

versus Re(//(1 - e) for various e. The value of Cfis evaluated 
by using Eq. (9). To correlate the values of Cf and Rerf, the 
formula defined in Eq. (10) is also presented graphically in this 
figure. The curve of Jones and Krier (1983), with Fv = 150 + 
3.89 (Red/(1 - e)) 0 8 7 , and Kuo and Nydegger (1978), with 
Fv = 276.23 + 5.05 (Re,,/(1 - e)) 0 8 7 , are depicted. The mea
sured data for each value of porosity approximately follow the 
trend of correlation of Eq. (10). The values of C/ for e = 0.38 
and 0.39 are below the curve of Jones and Krier (1983). The 
data of e = 0.48 and 0.53 are seen on the opposite side of the 
curve. One may see the difference of Cf in the packed and 
fluidized beds. The values of Q for 0.97 approach the value Cf 

= 0.5 for the single spherical particle and that lies below the 
curve of Jones and Krier (1983). The factor e3/( 1 - e) in Eq. 

(9) is greater than 1.0 when e > 0.682, and is less than 1.0 
when e < 0.682. This increases the difference between Cf for 
small and large values of porosity, and makes Cf be displayed 
in linear scale as shown in Fig. 4. The factor 1/(1 - e) in Eq. 
(10) stretches the value of Re(/ for large e to avoid the data 
overlapping. 

The fluid and the solid-phase temperature distributions along 
the flow direction at various times for e = 0.48 are shown in 
Fig. 5. The results were obtained from the numerical calculation. 
When the high-temperature fluid flows through the low-temper
ature porous media, phenomena of thermal penetration are de
veloped as shown in the figure. The flow with a higher Reynolds 
number shows a stronger thermal penetration. One also find 
that the temperature difference between the solid and the fluid 
decreases as time increases. From this figure, one can see the 
fluid and solid temperatures are far from each other. This clearly 
indicates the necessity of using the two-equation model. 

Figure 6 shows the time history of the measured dimen-
sionless inlet and outlet temperatures for various e = 0.39 ~ 
0.97 and Re,, = 1711 ~ 1815. The simulated time constant and 
the corresponding inlet temperature curve are also plotted. The 
calculated outlet temperature distributions with the obtained 
average heat transfer coefficients are presented for comparison. 
The agreement between the measured and calculated data for e 
= 0.39 ~ 0.73 is satisfactory. Only a small difference is ob
served between those for e = 0.97. This proves the validity of 
the present transient technique. It is also seen that the value of 
the heat transfer coefficient increases with the decrease in the 

hdr/kf. 

porosity. The time development of a dimensionless exit temper
ature for the cases of e = 0.73 with Re,, = 920, 1768 and 2530, 
is shown in Fig. 7. The agreement between the measured and 
calculated data for Rerf = 920 and 1768 is also satisfactory. A 
small difference between those for Rerf = 2530 is observed. 
This figure also depicts that the heat transfer coefficient in
creases with the increase in the Reynolds number. 

Figure 8 summarizes the obtained Nusselt number, Nu = 
for e = 0.39 ~ 0.97 and Re,, = 1000 ~ 6500. The 

relationships of the Nusselt number and Reynolds number for 
e = 0.39 ~ 0.48 and e = 0.73 ~ 0.97 are not the same. One 
can see for e = 0.73 and 0.97 that the value of Nu increases 
approximately in proportion to the value of Re,,. This may be 
explained by using the model of a single-sphere particle. For a 
fixed Reynolds number, a higher Nu for e = 0.73 than that for 
e = 0.97 is observed. This may be due to the higher local fluid 
velocity and the channeling effect for the e = 0.73. An empirical 
formula of Nu = 0.0032 Re,, is proposed for e = 0.73 and Nu 
= 0.0022 Re,, for s = 0.97. Due to different mechanisms in 
transport phenomena, one has to use different correlation for 
different porosity. For s = 0.39, the data may be correlated by 
using Nu = 0.32 (Re,,)0,59 that is similar to the correlation 
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proposed by Gamson et al. (1943). The data of e = 0.48 varies 
linearly with Re,,. The correlation Nu = 8 + 0.004 Red may 
be used. All the measured data are within ten percent of the 
corresponding correlated curve. The data of Hwang et al. 
(1995), Galloway and Sage (1970), and Rowe and Claxton 
(1965) are also plotted for comparison. Due to different reasons, 
all these data yield higher values of the past Nusselt number 
than the present one. The data of Hwang et al. (1995) were 
obtained in a randomly packed sintered porous channel. The 
structures of solid and fluid phases were completely different 
from the present well-aligned particles. The irregularity of struc
ture may yield a higher heat transfer rate. The data of Galloway 
and Sage (1970) and Rowe and Claxton (1965) were from an 
arrangement of staggered spheres. The fluid temperature was 
taken at a position behind the sphere. These were the reasons 
for higher values of the Nusselt number. 

Concluding Remarks 

1 This paper has studied the heat transfer performance of 
the porous channels by using the single-blow transient method 
combined with a thermal nonequilibrium two-equation model. 
The agreement between the measured data and calculated curve 
is satisfactory. This proves the validity of the present transient 
technique. The results show that the heat transfer coefficient is 
greatly affected by the particle Reynolds number and porosity. 

2 To reduce the entrance effect in the measurement of flow 
drag of the porous channel, one has to have a sufficient length 
of the test section. This paper investigates the variations of Cf 

with the length of the test section L/dp for Rerf = 742, 1701, 
1964, and 2243. It is seen that Cf decreases monotonously for 
Lid,, s 20 and increases slightly when Lldp a 25. The value 
of Cf of Lid,, = 30 is about seven percent higher than that of 
Lldp = 20. With this observation, one may conclude that a 
length of L/dp == 20 may be long enough for the measurement 
of a fully developed flow drag coefficient with a few percentage 
errors. 

3 The measured drag coefficients for each porosity approxi
mately follow the trend of correlation of Eq. (10). The values 
of Cf for e = 0.38 and 0.39 lie below the curve of Jones and 
Krier (1983). The data of e = 0.48 are seen on the opposite 
side of the curve. One may differentiate Q from the packed and 
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fluidized beds by this difference. The values of Cf for 0.97 
approach the value Cf = 0.5 for the single spherical particle 
and that lies below the curve of Jones and Krier (1983). 

4 For e = 0.73 ~ 0.97, the value of the Nusselt number 
increases approximately in proportion to the value of Re,,. This 
may be explained by using the model of a single-sphere particle. 
For a fixed Reynolds number, a higher Nu for e = 0.73 than 
that for e = 0.97 is observed. An empirical formula of Nu = 
0.0032 Rerf is proposed for e = 0.73 and Nu = 0.0022 Re,* for 
e = 0.97. Due to a different mechanism in transport phenomena, 
one has to use a different correlation for different porosity. For 
e = 0.39, the data may be correlated by using Nu = 0.32 
(Re r f)

ow that is similar to the correlation proposed by Gamson 
et al. (1943). For e = 0.48, the data are not in proportion to 
Re,,. The correlation Nu = 8 + 0.004 Rerf is used. All the 
measured data are within ten percent of the corresponding corre
lated curve. 
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Transient Heat Transfer From a 
Particle With Arbitrary Shape 
and Motion 
A singular perturbation analysis and Green's second theorem are used in order to 
obtain a general expression for the heat transfer from a particle at low Peclet 
numbers, when advection and conduction are heat transfer modes of comparable 
magnitude. The particle may have arbitrary shape, and its motion in the fluid is not 
constrained to be Stokesian. In the ensuring analysis, the governing equations for 
the temperature fields at short and long times are derived. The expressions are 
combined to yield a general equation for the temperature field and for the total rate 
of heat transfer. The final results for the rate of heat transfer demonstrate the existence 
of a history integral, whose kernel decays faster than the typical history integrals 
of the purely conduction regime. As applications of the general results, analytical 
expressions for the Nusselt number are derived in the case of a sphere undergoing 
a step temperature change. 

Introduction 
There are several reasons for studying the problem of heat 

and mass transfer from a particle at small Peclet numbers (Pe): 
First, there are the practical applications of the subject and 
considerable engineering interest in processes such as evapora
tion of droplets, chemical reactors with solid particles, combus
tion, drying of solids, or diffusion of pharmaceuticals in biologi
cal fluids. Second, there is the fundamental question of what 
are the rates of heat or mass transfer in a given arbitrary transient 
temperature or concentration field and how the steady state is 
approached. Third, the problem is of intellectual interest, be
cause until now Stokesian flow and pure conduction assump
tions dominated all analytical studies. Fourth, analytical solu
tions are always useful because they assist in the derivation 
of numerical calculations, since they provide benchmarks for 
checking numerical solutions and robust boundary conditions. 

Because of the complexity of the problem, there are no known 
general analytical solutions for the transient convection from a 
sphere at finite Pe. There are some numerical studies on the 
subject, which extend to large Pe. For example, Abramzon and 
Elata (1984) have provided numerical solutions to this problem, 
up to very high Pe for a sphere in a Stokesian flow field. A 
recent review article by Sirignano (1993) summarizes the corre
lations used in the case of droplets and presents the effects 
of several parameters on the rate of heat transfer. Oftentimes, 
modified steady-state models are being used for the determina
tion of the instantaneous rate of heat transfer (Jacobs and Golaf-
shani, 1989). However, the study by Gopinath and Mills (1993) 
indicates that this is not sufficient and that transient effects must 
be taken into account in cases of heat transfer from particles 
with acoustic excitations. An excellent monograph by Kaviani 
(1994) exposes the reader to the results of many pertinent stud
ies on the (steady) heat transfer from particles. 

Regarding the analytical studies on the subject, Michaelides 
and Feng (1994) performed an analysis analogous to those for 
the derivation of the equation of motion of the sphere. They 
derived a solution to the unsteady conduction problem from a 
sphere (Pe = 0) and discovered the existence of a history term, 
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analogous to the "Basset" term in the equation of motion of a 
sphere. More recently, Feng and Michaelides (1996) obtained 
an asymptotic solution for the heat transfer from a sphere, which 
undergoes a step temperature change in a Stokesian velocity 
field. This manuscript extends the analytical methods used in 
the past and yields an analytical solution for the general problem 
of transient heat transfer from a particle with arbitrary shape in 
a transient temperature field. The velocity field is not restricted 
to be Stokesian, as in most of the previous studies. Hence, 
the motion of the particle may be arbitrary. The overall study 
delineates a new asymptotic method of singular perturbation 
analysis, which is used for the first time in the area of heat 
transfer and results in the inclusion of the advection terms in 
the energy and mass transfer equations of particles in fluids. 

The heat and mass transfer equations are identical in their 
form. Therefore, the solutions obtained for the one apply to the 
other, as long as the boundary and initial conditions are similar. 
In order to avoid circumlocution, in the sections that follow we 
will use the terminology of the heat transfer processes. How
ever, it must be remembered that all the results also apply to 
the mass transfer problems with similar boundary and initial 
conditions. 

Problem Statement: Governing Equations 
Consider a rigid particle moving with time-dependent veloc

ity Vp(?) inside a viscous conducting fluid. The fluid velocity 
field, with respect to a fixed coordinate system x, is denoted 
by u(x, t). We may separate the fluid velocity field into two 
parts: the undisturbed field, u"(x , t), and the field uD(x, t) 
due to the disturbance induced by the presence and motion of 
the particle. The problem is posed with respect to a translating 
coordinate system, r, whose origin is at the instantaneous posi
tion of the center of gravity of the particle. Thus, we have 
the following expressions for the coordinate system and the 
disturbance quantities: 

r = x - Y P ( r ) , u - u P = P ~ P (1) 

The vector Y P(t) is the instantaneous position vector of the 
center of the particle in the fixed system of coordinates. Hence, 
the momentum and continuity equations for the flow field u" (x , 
/) in a coordinate system moving with the particle are as fol
lows: 

674 / Vol. 120, AUGUST 1998 Copyright © 1998 by ASME Transactions of the ASME 

Downloaded 10 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

mailto:emichael@mailhost.tcs.tulane.edu


-VpD + MV2UD 

= o(°£ J\ dt 
+ u D -Vu D - u s -Vu D + u D V u ° 

V - u D = 0, (2) 

where u s ( x , t) = V P (0 - u°°(x, t) is the relative velocity of 
the particle. The boundary conditions of the above equations 
are 

at SP 

• 0 as (3) 

where SP is the surface of the particle, which may be of an 
arbitrary shape. 

As in the case of the velocity field, we also decompose the 
temperature field, ®(x, t), into the undisturbed temperature 
field, ©"(x, t), and the disturbance field, ®°(x, t). The latter 
is the result of the energy transfer by conduction and advection 
from the particle [ © D ( x , 0 = ® ( x , 0 - ®°°(x,f)]- The temper
ature of the particle is denoted by the function ®P(t), which 
may be arbitrary. By taking the temperature of the particle to 
be uniform, we make the implicit assumption that the Biot 
number of the particle is very small. This assumption is consis
tent with the small Peclet number assumption and has been used 
in other studies on convection from a particle (Acrivos, 1980; 
Michaelides and Feng, 1996). Under these conditions, the en
ergy equation of the disturbance field in the translating system 
of coordinates is as follows: 

kV2®D = pc 
d®D 

dt 
+ (uD - u s ) - V 0 ° + u D -V©° . (4) 

k, p, and c are, respectively, the thermal conductivity, density, 
and specific heat capacity of the fluid which are assumed to be 
constant. The boundary conditions of the energy equation are 

®D = ®*(f) = ®p(t) - 0 ° 

© D - > 0 as Irl -• 

at SP 

(5) 

The energy equation is rendered dimensionless by the introduc
tion of the following variables, denoted by an asterisk (*): 

Uc 

x * = - , ©o* 
®D(x,t) 

®P(0) - ©"(0 ,0) ' 

Uc, Lc, and TC are the characteristic velocity, length scale, and 
time scale of the problem. The characteristic length scale is 
the radius (or the equivalent radius) of the particle, a. The 
characteristic time scale of the process is not as easily specified. 
In the problem at hand there are two significant time scales, 
which may be considered as the characteristic times of the 
process: During an established heat advection process, TC is of 
the order of LJUC. During a purely unsteady conduction pro
cess, the characteristic time scale is Llpclk. 

It is more convenient to discuss the phenomena pertaining to 
the time scales of the problem in terms of the equivalent length 
scales. This happens because in the analogous momentum trans
fer problem there is an agreed-upon length scale, sometimes 
referred to as "the Oseen distance," L0se (=a Re~') which is 
perceived as the boundary between two regions, one where the 
purely diffusive processes dominate the momentum transfer and 
the other, where the process is dominated by the advection 
effects. Hinch (1993) in an appendix to the article by Lovalenti 
and Brady (1993) presents a lucid argument on the mechanisms 
of momentum transfer from a particle to the fluid regions inside 
and outside the Oseen distance. These arguments are based on 
the wake formed behind the particle, the magnitude of the mass 
defect in the wake (which may be represented by a sink), and 
the downstream spread of the wake. In the present study, we 
extend the concept of the Oseen distance to the heat transfer 
process by defining an analogous length scale, L,, (=a Pe~'). 
Inside L, conduction is the predominant mode of heat transfer 
to the fluid. In the fluid region near L, the two modes of heat 
transfer by conduction and advection are of the same order. In 
this region the appropriate transport equation is the full convec
tion equation. Far from L, energy is predominantly advected 
downstream and the region is characterized by the existence of 
a thermal wake. 

The dimensionless form of the energy Eq. (4) may be written 
as follows: 

V*2@D* = PeSl 
d@D* 
dt* 

+ Pe[u*D - u* s (O] -V*0 D * 

+ Peu*D-V*@*". (7) 

The two dimensionless numbers in (7) are, respectively, the 
Peclet and Strouhal numbers: 

P e = ^ ^ a n d s , 
UCTC 

(8) 

;* = 
Tc 

(6) The Peclet number actually is the product of the Reynolds and 

Nomenclature 

A = vector defined in (44) 
c = specific heat capacity 
/ = functional defining the governing 

equation 
h = steady-state temperature 
k = thermal conductivity 
k = vector in Fourier space 
L = length 
n = outward vector 

Nu = Nusselt number 
p = pressure 

Pe = Peclet number 
Q = rate of heat transfer 
r = coordinate system relative to parti

cle 
S = surface 

SI = Strouhal number 
t,T= time 

V = particle velocity 
V = volume 

u, U = velocity 
x = fixed coordinate system 

V = position vector of particle 

Greek 

a = thermal diffusivity 
6 = Dirac delta 

9, ® = temperature 
r = time scale 

Superscripts 

A = auxiliary 
D = disturbance induced by particle 

i = derived with advection terms 
retained 

/ = pertains to the equivalent Oseen 
distance 

S = signifies relative velocity 
T = total 
«= = pertains to undisturbed fields 

Subscripts 

0, 1 = order of gauge functions 
c = characteristic 
/ = pertains to fluid 
p = pertains to particle 
oo = pertains to undisturbed fields 
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Prandtl numbers. It must also be noted that SI is defined above 
in terms of the advection time scale LJUC. 

During an unsteady heat transfer process SI varies consider
ably. At the inception of an unsteady process, the characteristic 
time is the time elapsed since the commencement of the process 
and SI is large. In this case, TC = L\pclk and SI = 0 (Pe _ 1 ) 
> 1, reflecting the fact that unsteady conduction is the dominant 
mode of heat transfer. As the process develops, the advective 
terms become significant and the appropriate time scale is LJ 
Uc. It appears, therefore, that definite values of SI cannot be a 
priori identified. For this reason, we will retain this parameter 
in an explicit form in the rest of the study. 

In order to simplify the writing and appearance of the equa
tions, from now on the superscripts D and * will be omitted 
from the disturbance temperature and velocity fields. The super
script * will also be omitted from all the other dimensionless 
variables. It should be kept in mind, however, that in the follow
ing sections all the variables used are in dimensionless form. 

For the solution of the problem we will use Green's second 
theorem (Kreysig, 1988), which may be written for two func
tions ® and ©A as follows: 

I ®AS7®-ndS- I ®Af(®,x,t)dV 
Jsf Jvf 

= I ®V®A-ndS- I ®fA(®A,x,t)dV, (9) 
Jsf Jv, 

where the surface Sf encloses the fluid volume Vf. Although 
the original version of Green's theorem pertains to harmonic 
functions, it may easily be proven that the theorem may be 
extended to functions ©(x, t) which satisfy a governing equa
tion of the form: 

V2©. = / ( ® , x, 0- (10) 

/ is a functional which defines the governing equation of the 
field. In the case of steady-state conduction, / = 0, while in the 
general unsteady convection process, the functional /becomes 

/ ( Q . x . O 

r)® 
= P e S l — + Pe[u - u s ( f ) ] - V 0 + Peu-V©°\ (11) 

at 

Heat Transfer at the Limit of Zero Peclet Numbers 

A From a Particle of Arbitrary Shape. ®A(x, t) is an 
auxiliary temperature field, which may be conveniently chosen 
in order to facilitate the calculation of the heat flux due to ®(x, 
t). We choose ©A(x, /) to be the temperature field developed 
during the steady-state conduction from the particle in a stag
nant fluid, when the surface temperature of the particle is equal 
to 1. Hence, we have the following conditions: 

©A = ®A(x) and /A(@A) = 0 

with @A = 1 on SP. (12) 

It must be noted that in the case of a spherical particle the 
solution is ®A = IIr. 

The volume of the fluid Vf extends from the surface of the 
particle, SP, to a surface at infinity 5«. The boundary conditions 
indicate that the dimensionless disturbance temperature field, 
®, is zero at &<, and finite at SP. Therefore, © must decay with 
r, for example as © = 0(r~h), with h > 0. Hence, V® = 
0 ( r~ ' ' ') . Since @A = 0(l/r), the contribution of the surface 
at 5=„ to the first surface integral of equation (9) is zero. By a 
similar argument we conclude that the contribution of 5„ to the 
second surface integral is zero. Hence, Green's second theorem 
for a particle of arbitrary shape may be recast in the following 
form: 

- f V®-ndS = f @A(r)/(@, r , t)dV 

L ®(t)V®A(r)-ndS. (13) 

The total rate of heat transfer from the particle, Qr, is the 
sum of the rates due to the disturbance field © and of the rate 
<2°° due to the undisturbed field ®°°(x, t). Since at the boundary 
we have ® = ®P ~~ ®°°, we may write the total dimensionless 
rate of heat transfer as follows: 

Q = J V0 , - iu£S = e * + I (©/> - ®")V®A-ndS 
JSv J So 

-L ®A(r)f(®,r,t)dV. (14) 

In general, 2°° may be given by the following expression: 

g " = f V®a-ndS= I V 2 ©°W. (15) 
JsP Jvf 

Since the undisturbed field @"(x, t) satisfies the equation 

V 2 0 " = PeSl — - P e u s - V @ " D @ " 
dt Dt 

(16) 

it follows that the functional form of the total rate of heat 
transfer QT from a particle of arbitrary shape, subject to nonuni
form and time-dependent fluid velocity and fluid temperature 
fields is 

C D®°° C 
QT(t) = \ — — d V + \ (®P- ®°")X7®A-ndS 

JvP Dt JsP 

- f ® A ( r ) / (© , r, t)dV. (17) 
Jvf 

Therefore, the total rate of heat transfer from the particle is 
comprised of three contributions: 

(a) the contribution of the undisturbed field, which is analo
gous to the similar term in the equation of motion of a particle; 

(b) the steady-state conduction from the surface of the par
ticle, which is analogous to the steady-state drag of the momen
tum equation; and 

(c) the unsteady convection, which includes all the conduc
tion and thermal advection effects inside the volume of the 
fluid. This last term is analogous to an integral, which yields 
the history and the so-called "Oseen correction terms" of the 
momentum equation. 

Equation (17) is a general expression for the rate of heat 
transfer from a particle of arbitrary shape. In order to specifi
cally determine the rate of heat transfer from a given particle, 
one must calculate the integrals in (17) and hence, one must 
have information on the geometry of the particle. In the follow
ing subsection we will calculate these integrals in the case of 
a sphere. 

B Heat Transfer From a Sphere. We used a second-
order Taylor expansion for the nonuniform temperature field 
©°° and calculated the first two integrals of Eq. (17) over a 
spherical geometry. The result for the total rate of heat transfer 
is 

ru-f D®m 1 „J D©° 
+ — V2  

Dt 10 \ Dt 

4TT (®P - e-> - - v2©' 
o 

1 -f{®,r,t)dV, (18) 
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where the functional/(6), r, t) has been defined in Eq. (11). 
The first two terms of the last equation give explicitly the effects 
of the undisturbed temperature field and of the steady-state 
conduction to the total rate of heat transfer from the sphere. 
The last integral depends strongly on the particular problem at 
hand and the function / . It may not be explicitly evaluated in 
a general case. 

We evaluated this integral term in the case of creeping flow 
(Pe -> 0) . Such cases have dominated the analytical studies of 
particle transfer processes in the past and all analytical expres
sions used in engineering practice are based on them. The vol
ume integral yields a history term of the energy equation. The 
final equation derived for the transient rate of heat transfer from 
a sphere at zero Pe is 

Q'Xt) = 
4-K DO" 1 . 

+ — V ' 
Dt 10 \ Dt 

- 47T (®r 
6 

Y,,(0 

Yp«) 

4VTT PeSl I 
d_ 

dr 
\(®r © C O ) - - V 2 0 ° 

6 

•dr. 

(19) 

It must be pointed out that even in the limit Pe = 0, the product 
PeSl is finite and equal to a2kplcrc. The last expression is 
essentially the same as the energy equation for a sphere, derived 
by Michaelides and Feng (1994) by a more cumbersome 
method. It also includes the second-order terms in the right-
hand side, which account for the spatial nonuniformity of © °° (x, 
0 • It is of interest to note that the kernel of the history integral 
term decays as t~V2, which is typical of scalar diffusion pro
cesses. The history term is analogous (and very similar in its 
form) to the integral derived in the equation of motion of a 
sphere under creeping flow conditions, which is sometimes re
ferred to as the "Basset term" (Maxey and Riley, 1983). 

Heat Transfer from a Particle at Finite Peclet Num
bers 

In this section we will derive the rate of heat transfer from 
a particle of arbitrary shape at finite Pe, following a method 
similar to the singular perturbation method, which was devel
oped by Proudman and Pearson (1956), Sano (1981), and 
Lovalenti and Brady (1993) in the case of the equation of 
motion of a particle. The following assumptions will be used: 

(a) the undisturbed temperature field is unsteady but uni
form, that is 0™ = ®"(f); 

(b) the undisturbed velocity field is also uniform, that is 
u™ = u " ( 0 ; and 

(c) Pe is small but nonzero. 

Since the first two terms of (14) may easily be obtained from 
the geometry of the particle, the main objective of our analysis 
is to calculate the last integral, which represents the rate of heat 
transferred due to the combination of unsteady conduction and 
advection. For brevity, this term will be denoted as Qw){t). 
Since the functional / includes the effects of the disturbance 
field, Q(U) is affected by the heat transfer processes in both the 
inner and the outer field. 

We will develop an asymptotic analysis based on the appro
priate time scales and length scales of the process. Solutions 
will be sought for the short and long-time ranges. Because the 
process of determining a uniformly valid temperature field is 
complicated and several temperature fields will be mentioned, 

we will make use of the same notation as Lovalenti and Brady 
(1993): Time-dependent temperatures will be denoted by 0 ; 
time-independent temperatures will be denoted by h; the sub
script 0 will denote a leading-order temperature field; the sub
script 1 will denote a first-order temperature field; the super
script p will denote a field produced by a point-source; the 
superscript (' will indicate that the advective terms are retained 
in the governing equations; the superscript s will denote a solu
tion in the short-time domain and the superscript L solutions in 
the long-time domain. Hence, we will develop an expression 
for the temperature field, which is uniformly valid in the whole 
space. 

A Development of Uniformly Valid Temperature Fields. 

A. / Short-Time Domain. During this time domain, all en
ergy exchange is confined to the vicinity of the particle, well 
inside the distance L, and conduction is the dominant mode of 
heat transfer. There has not been sufficient time since the incep
tion of the process for the thermal wake to be formed behind 
the particle. Hence, the advection term may be neglected in 
both the inner and the outer region. The characteristic time of 
this stage of the process is one, the heat diffusion scale, 
Llpclk. In this case there is no region where the diffusive and 
the advective effects of the process are of the same order of 
magnitude. This feature of the heat transfer process is the result 
of the fact that any significant temperature gradients generated 
by the transport processes have not diffused into the region 
outside L,. Because of this, a singular perturbation analysis is 
not necessary for this case. Hence, we may write the temperature 
field in the short-time domain, 0 < s ) by a regular peiturbation 
method, as follows: 

0«> = ©0 + p e 0 , + o(Pe l + ). (20) 

An order of magnitude analysis of the resulting governing 
equation reveals that the two terms of the temperature decompo
sition satisfy the following governing equations: 

(a) The leading term QQ 

V 2 0 o = PeSl 
dt 

(21) 

with boundary conditions 

0O = ®s(t) on SP 

®0-*0 as | r | ->°°; (22) 

(b) The first-order term 0 , 

V 2 0 , - P e S l — - = [u - u s ( f ) ] - V 0 o , (23) 
dt 

with homogeneous boundary conditions. 

It appears that the leading-order term for the short-time solu
tion is independent of the velocity field, while the first-order 
solution ©i depends on the relative velocity of the particle. In 
the case of a spherical particle, 0 o ( r ) is symmetric and the 
boundary conditions for 0 | ( r ) are homogeneous. In addition, 
if the disturbance velocity field u ( r , t) is symmetric, then ©i(r , 
t) will be antisymmetric. Therefore, in this time domain the 
contribution of the first-order term ®i(r , t) to the total rate of 
heat transfer from a sphere is zero. 

A.2 Long-Time Domain. At long times after the com
mencement of the process, heat transfer by advection becomes 
important and the characteristic time of the process is LCIUC. 
However, close to the surface of the sphere, conduction domi
nates. Now there are two characteristic times, the conduction 
time scale, close to the surface of the sphere and the advection 
time scale, far from the sphere. Because of this, the problem 
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cannot be solved by a regular perturbation method and, hence, 
a singular perturbation will be attempted. The basic notion of 
the singular perturbation method is to construct a uniform tem
perature field, which is valid (to the appropriate level of accu
racy ) in the inner region, then to add to it the outer temperature 
field and finally subtract the part in common at the region of 
overlap. In this case, we identify the inner fluid region within 
L, and the outer region outside L,. 

In order to solve the analogous problem of the equation of 
motion Childress (1964) used the effects of a point force ap
plied to the outer region, whose magnitude is the same as the 
force exerted from the inner region. Following the same method, 
we will use the point heat source equations to develop a solution 
in the outer region. The temperature field, which is in common 
to both regions, results from the point-source unsteady convec
tion equation. This field must be eventually subtracted from the 
sum of the two temperature fields in order to avoid double 
counting of the contributions from the inner and outer regions. 

At long times from the inception of the process, there is 
always a volume of the outer region, where the advective and 
conductive effects are equally important. The balance of the 
advection and conduction effects dictates the rescaling of the 
variables to be used. Order of magnitude arguments with respect 
to the rescaled variables (Feng and Michaelides, 1996) lead to 
the conclusion that in the long-time domain, the inner region 
is governed by a time-independent solution, which may be ex
pressed as follows: 

h(r) = /j0(r) + Pe/i^r) + o(Pe I + ) . (24) 

The governing equations for the inner region solutions are 
given by the following expressions: 

(a) For the leading-order equation, 

V2/20 = 0; 

(b) For the first-order equation, 

V% = u-V/Jo-

(25) 

(26) 

The thermal wake is predominately in the outer region. The 
effects of the inner region on the governing equation of the 
outer, are taken into account by using a point source of heat, 
whose intensity, Qc, is equal to — 4ir(®P — 0°°). Hence, the 
leading term for the temperature in the outer region obeys the 
following governing equation: 

V20ff = PeSl 
dt 

Peu s (0 - V 0 # - 4TT(0P - 0°°)<5(r). 

(27) 

One may now proceed from the last equation, to construct a 
temperature field, valid in the entire space for the long-time 
domain. In order to construct the uniformly valid temperature 
field we add the two temperature fields ©§' and h0 and subtract 
their component in common, /?£. Hence, the temperature field, 
which is valid in the entire domain at long times, is 

0 ( L ) = /*o + Bg-H. (28) 

The governing equation of the component in common is given 
by the point-source solution in the inner region 

V2 /^ = -47r(0„ - @~)6(r) = Qc6(r). (29) 

A.3 The Uniformly Valid Temperature Field for the Whole 
Time Domain. Having developed expressions for the tempera
ture at the short and long-time domains, we will construct a 
uniformly valid temperature field for the whole time domain. 
At first glance it appears that we may only employ the tempera
ture field given by (28). A moment's reflection, however, will 
convince us that it is more appropriate to construct a uniformly 
valid temperature field, which also includes the short-time ef

fects. The reason for this is that heat first diffuses at short times 
around the particle and subsequently is convected to the outer 
region. The part in common of the two fields may be written 
as 0 ( c ) = h0 + 0g - Wa + Pe©?. The governing equation of 
the leading-order unsteady term 0g is 

V20g = P e S l ^ + e c 5 ( r ) , 
at 

and for the first-order term ©?: 

dt 
V2©? = PeSl Peu s ( r ) -V0g. 

(30) 

(31) 

Therefore, the uniformly valid temperature field for both the 
space and time domain becomes 

• (h0 + ©g - K + Pe®1) 

= ©o + Pe©, + Pe©T - ®? (32) 

e = e w + 9 

where Pe0f = ®pd - ®p
a, and satisfies the following governing 

equation: 

d®pi 

PeSl Peus(r)-V@f 
at 

u s ( r ) - V 0 g . 

(33) 

B Heat Transfer From a Particle of Arbitrary Shape. 
Having obtained an expression for the uniformly valid tempera
ture field Eq. (32) one may use Eq. (17) in order to obtain an 
analytic expression for the total rate of heat transfer from a 
particle of arbitrary shape. The resulting integrals may be further 
simplified by making the following observations: 

(a) Since the contribution from the inner region is of lower 
order than 0 (Pe ) , the precise form of &A(r) in that region is 
not necessary to be evaluated. The far-field form of ®A, which 
is given to a leading order by an instantaneous point source 
0 '" ' , would be sufficient. 

(b) Since ®A is replaced by the point source field ®AP and 
since the volume integrals of ©f and ®p are nonsingular at the 
origin, we may extend the integration volume to include the 
volume of the particle. This is justified given the stated degree 
of accuracy, because both integrands decay slower than C>(r~2) 
as r -* 0. Upon integration over the particle volume, the resulting 
error is less than O(Pe). ' 

(c) The temperature field 0? is antisymmetric and ®AP is 
a symmetric one. Therefore, the part of the integrand, which 
includes the ©? field is antisymmetric and, when integrated 
over a spherical surface, its contribution vanishes. 

Hence, the total rate of heat transfer from a particle of arbi
trary shape, which moves with time-dependent velocity u s ( 0 . 
relative to an ambient fluid velocity u(f) in a uniform time-
dependent temperature field @°°(/) is 

e7 S (®P - ®'°W®A-ndS 

-4 PeSl©* ^ dV + PeSlV, — 
dt Dt 

8® 
P e S l ^ - ^ + (u - u s ) - V 0 o 

at 

Pe H PeSl 
d®1 

dt 
P e u s - V 0 ? 

dV 

dV. (34) 

The first term of Eq. (34) represents that part of the dimen-
sionless rate of heat transfer (or the Nusselt number), which is 
due to the steady conduction from the surface of the particle. 

678 / Vol. 120, AUGUST 1998 Transactions of the ASME 

Downloaded 10 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



It is analogous to the steady-state drag of the equation of motion. 
The second term accounts for the regular perturbation due to 
the unsteady conduction. The analogue to this term in the equa
tion of motion is the contribution from the regular perturbation 
to the unsteady Stokes problem. The third term is the contribu
tion of the undisturbed temperature field. It has an analogous 
term in the equation of motion of the particle, very similar in 
form. The fourth and fifth terms, which appear as volume inte
grals, represent the combined advection and conduction effects 
to the fluid of the outer region. These integrals will yield the 
history terms of the heat transfer process. It is evident that 
details of the process as well as the geometric shape and the 
velocity field induced by the particle are needed for the comple
tion of the calculations. In the following section we will perform 
these calculations in the case of a sphere, subject to a step 
increase of its surface temperature. 

Heat Transfer From a Sphere With an Arbitrary Sur
face Temperature 

A In the Short-Time Domain: In this section we restrict 
our analysis to the spherical geometry and develop an explicit 
form of the energy equation and the time-dependent Nusselt 
number. At the commencement of the heat transfer process, the 
conduction effects are confined to short distances from the 
sphere. Therefore, in the short-time domain Q(u) is negligible. 
The other terms of (34) yield an expression for the total rate 
of heat transfer from a sphere, which is essentially the same as 
(19) with the only difference that a uniform temperature field 
is applied in this case. From this solution we conclude that 
during the short-time domain, the creeping flow solution is 
accurate to 0 (Pe I + ) if the induced velocity field is symmetric. 
It must be also pointed out that, in this time domain, the uni
formly valid temperature field is ® w = ©0 + Pe©i + 0 ( P e l + ) . 

B Heat Transfer Rate in the Long-Time Domain: In 
this case Q<m must be explicitly evaluated. For the calculation 
of this integral we use the following convolution theorem: 

<!/>/• A = QiU)(t) - f ®A(~l 
>>Vr 

k ) / ( o u , ) ( 0 , k, t)dV, (35) 

where the overline denotes the Fourier transform of a function 
and 

PeSl 
d&T 

dt 
Peus-V©'?'. (36) 

The result of the calculations is as follows: 

QL i f Qc 

-VPeSl , ^ dr 
J-«.V7r(f - T ) 

Pe I" f ( u s - n ) ( A - n ) r V 1 ,2-,^CJnJ + 7175 I - J-exp[-(\-n)2]Qcd£ldT 
4n ' J-o. in t - T 

[' \ dQ /PeSl 

4n 

dQcldt 
exp[ - (A-n) 2 ]<«Wr (37) 

where the integral around Q represents the angular integration 
over a spherical surface, n is the outward unit vector normal to 
this surface, and the vector A is defined as follows: 

A = 
Pe It rY'4y 

PeSl 

(Od£ 

It is evident that the vector A scales as (t — T ) " 2 . 
We may assume without any loss of generality that the rela

tive velocity vector of the particle u s ( 0 = V P (0 - u°°(f) 
is in the z-direction. Hence, the angular integration may be 

analytically accomplished and Eq. (37) may be simplified to 
yield the following for the total rate of heat transfer from a 
sphere: 

Q\t) 
47rPeSl d®' 

4n(®P - ©") 

erf IAI r ©, -©° 
J -» it - r 

2 P e ^ f (e,-e->|. 
J - (t-T)A 

dr 

) |A | 

- e x p ( - | A | 2 ) 

V7r 

2JAi 
erf IAI 

dr + o(Pe1 + ). (39) 

The first term in (39) represents the contribution of the time-
varying undisturbed temperature field. The second term is the 
usual steady-state conduction term. The third and fourth terms 
in the equation are history terms emanating from temperature 
gradients diffused and advected, since the inception of the heat 
transfer process. At the time domain under consideration [f = 
0(Pe~2)] these temperature gradients have been convected to 
distances greater than L,. It should be pointed out that the last 
integrals do not diverge as t -» r and that their kernel decays 
faster than t~ln, (which was the case in the creeping flow 
solution). The uniformly valid temperature field in this case is 
©«-> = fc„ + @'d'' ~ fc'o. 

C Heat Transfer From a Sphere Undergoing a Step 
Temperature Change. We now specify the cause of the heat 
transfer process and consider a sphere which undergoes a step 
temperature change from @°° to 0 P in a fluid of uniform temper
ature. This case is analogous to the motion of a spherical parti
cle, starting from rest, in an otherwise quiescent fluid (that is 
u00 = 0). Its practical applications are Lagrangian methods of 
particle motion and energy exchange, such as the Monte-Carlo 
method, which successfully simulates turbulence effects (Mi-
chaelides et al., 1992). The process of the step temperature 
change is instantaneous. Because of this, we decided to take as 
the characteristic time of the process the time scale of conduc
tion, which is the characteristic time of the diffusion of the 
thermal effects in the vicinity of the sphere. In this case PeSl 
= 1. Hence, we have the following relationships for the velocity 
field and the magnitude of the vector A: 

u s ( 0 and 
Pe 

( f - T ) ' (40) 

In the short-time domain we obtain the following expression 
for the total rate of heat transfer and the Nusselt number, valid 
for* = 0 ( 1 ) : 

QT(t) = - 4 7 T ( © P - 000) - 4n(®P - 0 " ) i + o(Pe1 +) 

and 

Nu ( 0 = - Qr 

2n(®P - 0 " ) 
= 2 1+Tt 

it 

+ o(Pe1 +) . 

(41) 

(38) The rate of approach to steady state is proportional to t~U2, as 
expected in this purely diffusion process and does not depend 
on Pe. Equation (41) features a singularity at t = 0. This is due 
to the energy impulse, which is required to achieve the implied 
step temperature change. However, this singularity is integrable 
and the total amount of energy exchange for the process is 
finite. 
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Fig. 1 Nusselt number versus dimensionless time for the conduction solution at short times (time is made 
dimensionless by using the conduction time-scale a2pc/k) 

In the long-time domain [t = 0(Pe~ 2 ) ] , the total rate of heat 
transfer and the Nusselt number for a sphere undergoing a step 
temperature change become 

QT(t) = - 4 ^ ( ® P - e - ) 

47T(@P - 0 " ) 

Pe2 

exp( - — t 

lirt 

+ o(Pe1 +) 

and 

Nu ( 0 = 2 + 2 

Pe2 

exp( - — t 

lift 
j . / P e 2 f / P e \ 

+ . — erf „ / — t 
4 V 4 

+ o(Pe , + ). (42) 

One will notice that the rate of approach to the steady-state 
solution during the long-time domain is e~'t~U2. The approach 
to steady state during convection is faster than the approach 
during the purely conduction mode, which is r^1'2, because the 
thermal wake is well formed in the outer region and is spreading 
by advection. The spread of the thermal wake facilitates the 
exchange of energy in the outer region of the fluid and, hence, 
accelerates the approach to steady state. 

It is of interest to note that the steady-state solution obtained 
from Eq. (42) asymptotically for very large values of ; is Nu 
= 2(1 + 0.5 Pe). This asymptotic solution agrees very well 
with the expression (obtained asymptotically for low Pe) from 
the steady-state correlation of experimental data and previous 
analyses on the steady-state convection from a sphere (Bird et 
al., 1960). 

Some numerical calculations were performed to determine 
the Nusselt number as functions of Pe in simple cases. Figure 
1 shows the transient Nusselt number in the short-time domain 

in the case of a sphere in an otherwise quiescent fluid (that is 
u00 = 0) for Pe = 0.25. Conduction dominates in this process. 
The temperature of the sphere undergoes a step temperature 
change at time t = 0. It is observed that Nu initially declines 
rapidly, and then approaches the steady-state solution (Nu = 
2) at a very slow rate. After five characteristic times, the value 
of Nu is still 25 percent above the asymptotic value. Figure 2 
depicts the case of a sphere moving with a relative velocity u s 

= [1 + cos (wf)]ez. Time is made dimensionless in both figures 
by the characteristic time of conduction, a2pc/k. Hence, the 
dimensionless frequency w is in effect the inverse of the Strou-
hal number of the velocity fluctuations (Sl„). The surface tem
perature of the sphere undergoes the same step temperature 
change as in the previous case and, again Pe = 0.25. The three 
sinusoidal curves depict the Nusselt number, obtained from the 
solution of Eqs. (38) and (39), and the dotted curve represents 
the conduction solution from (41). It is observed that the inclu
sion of the advection effects enhances the Nusselt number by 
about five to ten percent, even at this low Pe. It is also observed 
that at the high value of the dimensionless frequency, w, the 
response of the particle is very weak, suggesting that at high 
frequencies for the velocity, the heat transfer from the sphere 
may not respond at all to the velocity fluctuations. This trend 
may be deduced from Eqs. (38) and (39), where it becomes 
evident that the influence of the velocity fluctuation on Nu 
comes through the magnitude of the vector A only. However, 
the fluctuations of A resulting from the velocity fluctuations are 
inversely proportional to w, as it may be easily observed from 
the evaluation of the vector A for the assumed velocity of 
the particle. Therefore, at high w the velocity fluctuations will 
generate proportionately lower magnitudes of fluctuations in the 
equations of the Nusselt number. 

Conclusions 

The heat transfer from a particle of arbitrary shape may be 
expressed in terms of integrals of an auxiliary temperature field 
and a functional, which defines the governing equation of the 
process. A history integral emerges from the solution of the 
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Fig. 2 Nusselt number versus dimensionless time for the convection solution at long times (time is 
made dimensionless by using the conduction time-scale azpc/k). The dotted line represents the conduc
tion solution of Eq. (41). 

governing equation. This is the result of diffused temperature 
gradients, which were created since the inception of the heat 
transfer process. The history integral is a special case of such 
integrals, which appear in more complex forms depending on 
the shape of the particle. In the case of convection at small Pe, 
the pertinent time scales span a large range, as the process 
evolves from pure diffusion to diffusion/advection. The length 
scale Llr which is analogous to the Oseen distance of the mo
mentum transfer problem, is the characteristic dimension for 
the conduction and convection domains. By the use of a singular 
perturbation method, one obtains uniformly valid temperature 
fields in both the short and the long-time domains. Hence, the 
total rate of heat transfer for a particle of arbitrary shape may 
be derived and expressed in a closed form, which includes an 
auxiliary temperature field, the temperature field of the fluid 
and the velocity of the particle and the fluid. Calculations are 
performed for a sphere, which undergoes a step temperature 
change. These results agree well with previously derived expres
sions for the transient heat transfer from a sphere at low Pe and 
asymptotic steady-state solutions. 
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Effect of Drop Deformation on 
Heat Transfer to a Drop 
Suspended in an Electrical Field 
Heat transfer to a drop of a dielectric fluid suspended in another dielectric fluid in 
the presence of an electric field is investigated. We have analyzed the effect of drop 
deformation on the heat transport to the drop. The deformed drop shape is assumed 
to be a spheroid and is prescribed in terms of the ratio of drop major and minor 
diameter. Results are obtained for both prolate and oblate shapes with a range of 
diameter ratio b/a from 2.0 to 0.5. The internal problem where the bulk of the 
resistance to the heat transport is in the drop, as well as the external problem where 
the bulk of the resistance is in the continuous phase, are considered. The electrical 
field and the induced stresses are obtained analytically. The resulting flow field and 
the temperature distribution are determined numerically. Results indicate that the 
drop shape significantly affects the flow field and the heat transport to the drop. For 
the external problem, the steady-state Nusselt number increases with Peclet number 
for all drop deformations. For a fixed Peclet number, the Nusselt number increases 
with decreasing b/a. A simple correlation is proposed to evaluate the effect of drop 
deformation on the steady-state Nusselt number. For the internal problem, for all 
drop deformations, the maximum steady-state Nusselt number becomes independent 
of the Peclet number at high Peclet number. The maximum steady-state Nusselt 
numbers for an oblate drop are significantly higher than that for a prolate drop. 

Introduction 
When a uniform electric field is applied to a drop of dielectric 

liquid suspended in another immiscible fluid, the electric field 
induces stresses at the fluid interface. The normal stresses may 
deform the drop and the tangential stresses produce a circulatory 
motion inside the drop. This electrically induced motion can be 
used to enhance the heat/mass transfer from the drop and finds 
applications in development of compact direct-contact heat ex
changers. To understand the effect of drop deformation on the 
heat transport to the drop, two limits based on the relative 
magnitude of the resistance to heat transfer in the continuous 
and the dispersed phase are considered. One limit where the 
bulk of the resistance to the heat transport is in the dispersed 
phase is known as the internal problem. The other extreme, 
where the resistance to heat transfer is mainly in the continuous 
phase is known as the external problem (Ayyaswamy, 1995). 
In general, the steady-state Nusselt number for a conjugate prob
lem, where the heat transfer resistance in the two phases are 
comparable, can be estimated from the results for the internal 
and the external Nusselt numbers (Abramzon and Borde, 1980). 
Also, when the time scale for the external Nusselt number to 
reach its steady-state value is small compared to the time scale 
for temperature change in the drop interior, the heat transport 
in the continuous phase can be considered quasi-steady, and the 
steady-state results obtained here for the external problem 
would be applicable. Abramzon and Borde (1980) have shown 
that the heat transfer can be considered quasi-steady when Nu2 

> ((pc,,)i/(pcp)2). A detailed discussion on the internal as well 
as the external heat transfer problems with liquid drops and a 
review of the accomplished work is available in Ayyaswamy 
(1995) and in a recent monograph by Sadhal et al. (1997). 
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the Heat Transfer Division, Oct. 24, 1997; revision received, May 1, 1998. Key
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Mathematical methods and numerical solutions in direct contact 
heat transfer studies with droplets are outlined in Ayyaswamy 
(1996). 

Most of the work on heat transport to a liquid drop in an 
electric field has been carried out with an assumed spherical 
drop shape. Oliver et al. (1985) analyzed the internal heat trans
fer to a spherical liquid drop suspended in an electric field. 
They showed that for large Peclet numbers the Nusselt number 
for purely electrically driven flow becomes increasingly inde
pendent of the Peclet number. The maximum Nusselt number 
for the internal heat transfer is 29.8 (Oliver and DeWitt, 1993). 
The external heat transfer problem was studied by Sharpe and 
Morrison (1986) for a spherical drop. They found that the 
steady-state Nusselt number increased monotonically with the 
Peclet number. To validate our numerical model, we have com
pared our results for a nearly spherical drop (b/a = 0.99 and 
b/a = 1.01) to the results of Oliver et al. (1985) and Sharpe 
and Morrison (1986) for the internal and the external solution, 
respectively. 

We note, that only for certain specific combinations of the 
electrothermophysical properties of the dispersed and the con
tinuous phase, the drop may remain spherical (Taylor, 1966). 
Under these conditions the viscous stresses normal to the drop 
surface due to the induced circulatory flow exactly cancel the 
effect of the normal stress variation due to the electric field. In 
general, the nonuniformity in the normal stress at the drop sur
face leads to deformation of the drop. As the drop deforms, the 
electric field at the drop surface changes and the electrically 
induced surface stresses are altered (Feng and Scott, 1996). 
This results in a change in the flow field in the dispersed and 
the continuous phase. As a result, the heat transport to the drop 
is affected. Recently, we have studied the electrohydrodynamics 
and heat transfer for an oblate spheroid where the resistance to 
heat transfer was considered to be mainly in the dispersed phase 
(Jog and Hader, 1997). For an oblate drop, the surface velocity 
variation and the flow field were found to deviate from those 
for a sphere. The Nusselt numbers for oblate drops are higher 
than those for a sphere at high Peclet numbers. 
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In this paper, we present a comprehensive analysis of the 
effect of drop deformation on the heat transport to a drop sus
pended in uniform electric field, in that both prolate and oblate 
deformations are studied, and the external as well as the internal 
heat transfer problems are considered. Analytical solutions are 
presented for the electric field and the electrically induced 
stresses. We have assumed the drop shape to be a spheroid. 
Taylor (1966) analytically showed that for small deformations 
the deformed drop shape is a spheroid. Numerous experimental 
studies (Allan and Mason, 1962; Taylor, 1966; Torza et al., 
1971; Vizika and Saville, 1992) and computational study (Feng 
and Scott, 1996) have shown that the drop shape is very nearly 
spheroidal even for moderate deformations. The simplification 
of a spheroidal drop shape allows us to use an orthogonal coor
dinate system which conforms to the drop surface thereby reduc
ing the computational efforts without much loss of accuracy. 
The electrically induced flow field is calculated by numerically 
solving the Navier-Stokes equations in the continuous and the 
dispersed phase. The temperature variation and the Nusselt 
number variations are obtained for both the internal and the 
external problem. 

Results indicate that the drop deformation significantly af
fects the flow field and the heat transport to the drop. For the 
external problem, the steady-state Nusselt numbers for an oblate 
drop are higher, and those for prolate drop are lower, than the 
Nusselt numbers for a sphere at the same Peclet number. The 
steady-state Nusselt number increases with the Peclet number 
for all drop deformations. In the internal problem, for both 
prolate and oblate drops, the steady-state Nusselt number in
creases with the increasing Peclet number, and at a high Peclet 
number, becomes increasingly independent of the Peclet num
ber. The maximum steady-state Nusselt numbers for oblate 
drops are significantly higher than those for prolate drops. 

Problem Formulation 
We consider a drop of a dielectric liquid suspended in another 

dielectric liquid in a uniform electric field. The drop may deform 
and acquire either a prolate or an oblate shape. Taylor's discrim
inating function (<&) can be used to determine the type of drop 
deformation. 

$ = S(R2 + 1) - 2 + 3(SR - 1) 
2M + 3 

5M + 5 
(1) 

$ < 0 indicates oblate deformations whereas <& > 0 results in 
prolate deformations. $ = 0 corresponds to a spherical drop. 
We use oblate/prolate spheroidal coordinates (£, 77, <j>) for com
putational convenience. The origin of the coordinate system is 

T|=JC/2 

(a) (b) 

Fig. 1 (a) Oblate spheroidal coordinates, and (b) prolate spheroidal 
coordinates 

at the drop center as shown in Fig. 1. The drop surface corre
sponds to £ = £„. For sake of brevity, the formulation is pre
sented in terms of the oblate spheroidal coordinates only. The 
corresponding expressions in terms of the prolate spheroidal 
coordinates can be readily obtained by substituting cosh £ for 
(' sinh £ and sinh £ for i cosh £. The oblate spheroidal coordinates 
are related to the cylindrical polar coordinates (r, z, 6) as z = 
c sinh £ cos rj, r = c cosh £ sin 77, and 8 = cj> (Happel and 
Brenner, 1965). The formulation is axisymmetric. We note that 
although the two-dimensional cross sections of the oblate and 
the prolate spheroids appear to be similar in Fig. 1, the three-
dimensional shapes are substantially different. At the extreme 
values of b/a, an oblate spheroid is disk-like whereas a prolate 
spheroid resembles a long cylinder. 

Governing Equations and Boundary Conditions. The 
electric field in both the phases is governed by the Laplace's 
equation and the flow is described by the Navier-Stokes equa
tions. The temperature field can be calculated by the solution 
of the energy conservation equation. Note that the energy con
servation equation in the drop interior must always be consid
ered transient as no nontrivial steady-state solution exists. How
ever, based on the timescales for momentum and heat diffusion, 

N o m e n c l a t u r e 

a = half of drop diameter perpendicular 
to the axis of symmetry 

A.t = drop surface area 
b = half of drop diameter along the axis 

of symmetry 
E = electric field 
k = dielectric constant 

M = viscosity ratio (/VM2) 
Nu = Nusselt number based on drop di

ameter (2a) 
p = pressure 

Pe = Peclet number based on drop diam
eter (2a) 

P„ = Legendre Polynomial of order n 
Q = net heat flux to the drop 
R = electric conductivity ratio (at/a2) 

Re = Reynolds number 

(r, z, Q) = cylindrical polar coordinates 
S = ratio of dielectric constants 

(ki/fe) 
t = time 
T = temperature 
u = velocity 
U = maximum surface velocity 
V = electric potential 
V = drop volume = 4/3ira2b 
w = vorticity 

Greek Symbols 
a = thermal diffusivity 
y = surface tension 
fx = viscosity 
p = density 
a = electrical conductivity 

tt,r]: 

T = stress 
\\i = stream function 
$ = Taylor's discriminating 

function (Eq. (1)) 
<f>) = oblate spheroidal coordinates 

Subscripts 
0 = initial 
1 = continuous phase 
2 = dispersed phase 
b = bulk 
E = electrically induced 
s = surface 

00 = far field 

Superscripts 

* = dimensional quantities 
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for liquids with moderate to high Prandtl number, the momen
tum transport can be regarded as quasi-steady (Sundararajan 
and Ayyaswamy, 1984). 

We introduce the following dimensionless variables. Velocity 
is made dimensionless by the maximum surface velocity as u 
= u*IU. Distances are nondimensionalized by a. The stresses 
and pressure are normalized by \xUla and the Reynolds number 
is Re = pUlalfj,. We define the dimensionless temperatures as 
T2 = (T* - T*)/(Tlo - T*), Ti = (7? - T*)/(T* - T*) 
and dimensionless time as t = a2t*/a2. The Peclet number is 
given by Pe = 2Ua/a. The electric field is made dimensionless 
by [ji2U/(e0a)]"2. The dimensionsless governing equations are 

V • u, = 0 

RejU, • Vu, = Vpt + ViV2\\i 
Pi 

V-E,- = 0 

(2) 

(3) 

(4) 

where E = - VV and i = 1, 2. 
At the interface the following conditions are satisfied 

(Melcher and Taylor, 1969): 

n - u , = 0 , M,„ = u2ri, n - (T £ + / V / ^ T i - r 2 ) = r r , 

V, = V2 and R n - W , = n - W 2 . (5) 

Here TE is the electrically induced stress at the drop surface, r r 

is the stress due to surface tension, and n is a unit vector normal 
to the drop surface. 

The symmetry condition is used along the z-axis and far away 
from the drop we have 

u -> 0, p -> pa, and V^Ez. (6) 

The External Problem. The external problem represents 
the limit where the bulk of the resistance is in the continuous 
phase. The drop surface temperature is prescribed. For the exter
nal problem, the energy equation is 

^u 1 -vr 1 =v 2 r 1 (7) 

At the drop surface Tt = 1 and far away from the drop surface 
r, ->o. 

The local Nusselt number is given by 

Nu„ 
cosh £a 8TX 

(cosh2 & - sin2??)"2 <9£ (=(« 

The average Nusselt number is 

Nu, 
47rfl2 r . 

= si 
A, Jo 

sin 77 drj. 

(8) 

(9) 
e=z,, 

The Internal Problem. The internal problem represents 
the limit where the bulk of the resistance to the heat transfer is 
in the drop. Therefore, the drop surface temperature can be 
considered equal to the freestream temperature. The temperature 
variation in the drop interior is governed by the transient energy 
equation 

dT2 Pe2 „ „ , 
(10) 

Initially the drop is uniformly at dimensionless temperature 
equal to 1. At the interface T2 = 0. 

The Nusselt number based on the drop major diameter is 

Nu2 = 
Q2a 2V 1 dT„ 

AS(T* -T*)k A«« Tb dt 
(11) 

The dimensionless bulk temperature for the dispersed phase 
can by calculated as 

1 
Tb = :X • , , , 2 , T2 cosh £ s i n V (cosh2 £ 

"• c. Jo Jo 2 sinh £„ cosh2 £„, 

~ sin2 r})dr]d^ (12) 

Solution Technique 
The general solution for the electric potential distribution can 

be obtained by the method of separation of variables as 
(Smythe, 1968) 

VU, V) = I [A„P„(cos 7j) + S„e„(cos r?)] 

X [A'nPn(i sinh O + B'„Qn{i sinh Q]. (13) 

The solutions which satisfy the appropriate boundary conditions 
are, for the continuous phase, 

Vi = cos rjld sinh £ 

+ C2(sinh£ cot"1 (sinh O - 1)], (14) 

and for the drop interior 

V2 = C3 cos rj sinh £ (15) 

where 

C\ = E/cosh £a 

C2 = (E(l - R) tanh £„(1 + sinh2 £„))[(/? - 1) sinh £„ 

X (1 + sinh2 £„) cot"1 (sinh £„) 

+ sinh2£„ - (1 + sinh2 £„ )#] - ' 

C3 = C, + C2(sinh £„ cot"1 (sinh £a) - l)/sinh £fl. (16) 

From the electrical potential variation the electrically induced 
shear stress can be calculated as 

TEI(V = (&,£,,<;£,,„ - k2E2,iE2^). (17) 

To solve for the flow field in the continuous and the dispersed 
phase we introduce stream function iji (nondimensionalized by 
Ua2) such that 

Mf = 

u„ = 

cosh2 £„ dip 

(cosh2 £ — sin2 rj)1/2 cosh £ sin rj drj 

cosh2 £„ dip 
n (cosh2 £ - sin2 r])U2 cosh £ sin rj <9£ 

and vorticity w (nondimensionalized by Ula) as 

w = V X u. 

(18) 

(19) 

(20) 

As the formulation is axisymmetric, only the <$> component of 
vorticity is nonzero, w = wi^. 

Vorticity can be expressed in terms of the stream function 
by substituting Eqs. (18) and (19) into Eq. (20). By taking 
curl of the momentum equation, the vorticity transport equation 
is obtained as 

u • Vw V2w = w • Vu. 
Re 

(21) 

The governing equations for the stream function and vorticity 
transport (Eqs. (20) and (21)) were solved with appropriate 
boundary conditions (Eq. (5)) by a finite difference method 

684 / Vol. 120, AUGUST 1998 Transactions of the ASME 

Downloaded 10 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

file:///xUla


with 61 X 61 node points in the drop interior and 101 X 61 
node points in the surrounding fluid. These governing equations 
with the boundary conditions are given in oblate spheroidal 
coordinates in Jog and Hader (1997) and not repeated here for 
the sake of brevity. A hybrid differencing scheme (Patankar, 
1980) was used to discretize the equations and an iterative 
procedure was used to obtain solutions. A guess for the surface 
velocity distribution is used to solve the stream function and 
vorticity equations in the continuous phase. The continuous 
phase solution provides the shear stress at the drop interface. 
Using the calculated interfacial shear stress, the flow field in 
the drop interior is obtained. This solution provides a new varia
tion for the tangential velocity at the drop surface. The solution 
procedure is continued until the difference in both the tangential 
velocity and the shear stress obtained from the continuous and 
the dispersed phase are less than 1 X 10 ~6. Transient tempera
ture distributions inside the droplet were obtained using an alter
nating direction implicit (ADI) method with a tridiagonal algo
rithm. For the energy equation in the continuous phase, outflow 
boundary conditions were used to minimize the effect of finite-
ness of the far-field boundary as suggested by Sharpe and Mor
rison (1986). A typical run took about three hours on a HP 
9000/712/80 workstation to determine the flow field. For a 
given Peclet number, the steady-state temperature distribution 
in the external problem required approximately two hours and 
the calculation of the transient temperature field in the drop 
interior required less than one hour. To study the effect of grid 
refinement, results for b/a = 0.7 and Pe = 200 as well as Pe 
= 1500 were obtained with doubling the node points in each 
direction. The change in the Nusselt number variation was found 
to be less than one percent for both the cases. 

Results and Discussion 

We have studied the effect of drop deformation on the heat 
transport in a drop suspended in a uniform electric field. A 
range of drop deformations is considered from b/a - 2.0 to bl 
a = 0.5. Results are obtained for both the internal and the 
external heat transfer problem. In all the earlier studies on heat 
transport in a spherical drop suspended in a uniform electric 
field, the assumption of Stokes flow (Re < 1) has been used. 
To make fruitful comparisons with the available results, we 
have used a value of drop Reynolds number as 0.1 in our compu
tations. Under this condition the heat transport is governed by 
the drop Peclet number based on the maximum tangential veloc
ity. A range of Peclet numbers from 1 to 1500 is considered. 
The following parameters are used in the numerical computa
tions: pjp2 = 1, Mi///2 = 1, R = 0.1, and S = 2. 

To validate the computational model, results were first ob
tained for nearly spherical drops (b/a = 1.01 and 0.99) and 
were compared with the available results for a spherical drop. 
Figure 2(a) shows a comparison of the variation of Nusselt 
numbers with a Peclet number for the external problem with 
the results of Sharpe and Morrison (1986). It is seen from the 
figure that our results for nearly spherical drops match very 
well with the available results for a spherical drop at all Peclet 
numbers. The transient Nusselt number variations for the inner 
heat transfer problem are shown in Fig. 2(b) for a range of 
Peclet numbers. The figure shows that the transient Nusselt 
number variations calculated from our model for b/a = 1.01 
and b/a = 0.99 agree well with the result of Oliver et al. (1985) 
for b/a = 1. The solutions for the stream function and the 
surface velocity for nearly spherical drops were also compared 
with Taylor's analytical solutions. Excellent agreements were 
observed. After validating the computational model, the flow 
fields in the continuous and the dispersed phase and the heat 
transfer characteristics for the internal and the external problems 
with deformed drops were calculated. 

The flow field inside and outside the drop is shown in Figs. 
3(a) and (b) for an oblate drop (b/a = 0.7) and a prolate drop 

; 1 1111 1 1 1 1 11 111 1 1 1 1 1 11 F 

M i l l I I I I I I I l l I I I I I I I I 

101
 P e102 103 

Fig. 2(a) 

6 0 a—1 1 1 1 1 1 1 1 1 1 1 1 1 r 

• Oliver etal. at Pe=5 
* Oliver etal. at Pe=50 

A 0 T Oliver et al. at Pe=200 

Fig. 2(b) 

Fig. 2 Comparison of results for nearly spherical drops for model valida^ 
tion; (a) external problem and (b) internal problem 

(b/a = 1.5), respectively. As the flow is symmetric about the 
equatorial plane, only a quarter of the flow field is shown. The 
flow in the lower half moves in a direction opposite to that in 
the upper half. In the continuous phase, in a region near the 
pole, fluid is brought towards the drop. Fluid moves away from 
the drop in the vicinity of the equator. In the drop interior, the 
electrically induced flow forms circulatory vortex patterns with 
both the prolate and the oblate drop deformation. For a spherical 
drop, the center of the circulatory vortex pattern is located along 
a line making an angle of 45 deg with the vertical axis (Taylor 
1966). For an oblate drop, with increasing drop deformation, 
the center of the circulatory vortex pattern moves towards the 
equatorial plane. The radial distance of the vortex center from 
the drop surface is also substantially less for a drop with b/a 
= 0.7 than that for a liquid sphere. For a prolate drop, the 
change in the circulatory vortex pattern from that in the sphere 
is smaller than that observed for an oblate drop. Similar differ
ences in the circulatory motion with a prolate and an oblate 
drop shape are also reported by Feng and Scott (1996). Corre
sponding to the differences in the flow field in the dispersed 
phase for a deformed drop and that for a sphere, the location 
of the maximum surface velocity is located closer to the equato
rial plane for a deformed drop than that for a sphere. Conse
quently, the flow field in the continuous phase for a deformed 
drop is altered from that for a spherical drop. 

The External Problem. The isotherms for an oblate drop 
with b/a = 0.7 and for a prolate drop with b/a =1.5 are shown 
in Figs. 4 and 5, respectively. Note that in these figures, the 
flow on the drop surface is from the pole to the equator. In both 
cases, as the Peclet number is increased, the isotherms get closer 
near the front stagnation point (pole) and move apart in the 
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Fig. 3 Streamlines in the continuous and the dispersed phase; (a) oblate 
drop bla = 0.7, and (b) prolate drop bla = 1.5 

vicinity of the equator. The temperature gradients, and the corre
sponding local Nusselt numbers are higher in the front section of 
the drop than those near the equator. The local Nusselt number 
variation for a range of Peclet numbers is shown in Fig. 6. The 
solid lines show the variation for a prolate drop and the dashed 
lines for an oblate drop. The maximum Nusselt number in
creases with the Peclet number and occurs at the front stagnation 
point for both the prolate and the oblate drop deformations. 
The Nusselt number monotonically decreases from the front 
stagnation point (pole) to the equator. For a fixed Peclet num
ber, the maximum local Nusselt number for a prolate drop is 
higher than that for an oblate drop. However, due to the much 
smaller surface area available for heat transfer near the front 
stagnation point (pole) compared to that in a region near the 
equator, the higher maximum Nusselt numbers do not translate 
to higher overall Nusselt numbers for a prolate drop. 

The overall Nusselt number variation for a number of drop 
deformations is shown in Fig. 7. For all drop shapes, the overall 
steady-state Nusselt number increases with the Peclet number. 
For a given Peclet number, the Nusselt number increases with 
decreasing bla, and the Nusselt number for an oblate drop is 
higher than that for a prolate drop. This is due to the larger 
surface area available with an oblate shape compared to a pro
late shape for identical drop volumes. It can be seen from the 
figure that the difference in the Nusselt number for a spherical 
drop and that for a deformed drop is primarily a function of 
the drop shape {bla). We propose a simple correlation to evalu-
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Fig. 4 Isotherms in the continuous phase for an oblate drop; (a) Pe 
10, (b) Pe = 50, and (c) Pe = 200 

ate the deviation of the overall steady-state Nusselt number 
from that for a spherical drop. 

Nu = Nusphere exp[-0.33*(&/« - 1)] (22) 

Here Nu is the Nusselt number for a deformed drop and Nusphere 

is the Nusselt number for a spherical drop at the same Peclet 
number. For the range of drop deformations shown here (0.5 
^ bla £ 1.5), the correlation fits the Nusselt number data 
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Fig. 5 Isotherms in the continuous phase for a prolate drop; (a) Pe 
10, {b) Pe = 50, and (c) Pe = 200 

within ±2 percent. Equation (22) can be used for engineering 
applications to estimate the effect of drop deformation on the 
steady-state Nusselt number for the external problem. 

It has been shown by Sharpe and Morrison (1986) that the 
direction of flow influences the local Nusselt number variation. 
The maximum Nusselt number always occurs at the front stag
nation point; however, it's value is different for an equator-to-
pole flow and a pole-to-equator flow. For a spherical drop, the 

Fig. 6 Variation of local Nusselt number. Legend: Solid lines—prolate 
drop with bla = 1.5 and dashed lines—oblate drop with b/a = 0.7. 

maximum local Nusselt number is higher for pole-to-equator 
flow than for a equator-to-pole flow. However, for flow at low 
Reynolds number, the overall Nusselt number is not a function 
of the flow direction (Brenner, 1967). Therefore, the above 
results for the overall Nusselt numbers are valid for both the 
equator-to-pole flow and pole-to-equator flow on the drop sur
face. 

The Internal Problem. The transient Nusselt number vari
ations for a prolate drop {bla = 1.5) are shown in Fig. 8. For 
all Peclet numbers, for short times, conduction is the dominant 
heat transport mechanism as seen from the sharp initial drop in 
the Nusselt number. This is due to the steep temperature gradi
ents near the drop surface. For low Peclet numbers, conduction 
remains to be the dominant mechanism at all times. For a higher 
Peclet number, the Nusselt number decreases for short times, 
but starts increasing thereafter as the cold fluid from the drop 
interior is brought near the drop surface due to the circulatory 
motion. The Nusselt number oscillations are more pronounced 
for high Peclet numbers. This is due to the shorter time scale 
for the circulatory motion in the drop interior at the high Peclet 
number. Eventually, as a result of the fluid convection, the 
temperature gradients along each stream line diminish. Then 
the heat transport is mainly in the direction perpendicular to the 
stream lines. Under this condition, the Nusselt number variation 
attains a steady state. The steady-state Nusselt number value 
increases as the Peclet number is increased. The transient Nus
selt number variation was found to be qualitatively similar in 
prolate and oblate drops. However, for a given Peclet number, 

Fig. 7 Variation of overall external steady-state Nusselt number with 
Peclet number 
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Fig. 9 Variation of internal Nusselt number with Peclet number for de
formed drops 

the steady-state Nusselt numbers for an oblate drop were higher 
than those for a prolate drop. 

The variations of a steady-state Nusselt number with Peclet 
numbers is shown in Fig. 9 for a range of drop deformations. 
The Nusselt numbers for an oblate drop are higher than that for 
a spherical drop. At a small Peclet number, conduction is the 
most dominant mechanism of heat transport in the drop. Con
duction of heat in a deformed drop is much faster than that in 
a sphere due to the smaller length scale and greater surface area 
for a deformed drop. For an oblate drop, the conduction length 
scale is the minor diameter b, which is smaller than the radius 
of a sphere of identical volume (r = a2,3b113). Therefore, for 
small Peclet numbers, the Nusselt numbers for an oblate drop 
are higher than those for a spherical drop. The Nusselt numbers 
for prolate drops are seemingly lower than those for oblate 
drops. We note that the Nusselt numbers reported here are based 
on the drop diameter 2a. For an oblate drop 2a is the major 
diameter where as for a prolate drop it is the minor diameter. 
Therefore, the Nusselt numbers for a prolate drop are lower 
than that for oblate drops at low Peclet numbers. 

At very large Peclet numbers, convection is the most domi
nant transport mechanism and the temperature gradients along 
each stream line diminish quickly. Therefore, after the initial 
transients, the heat transport is mainly in the direction perpen
dicular to the streamlines. For a given Peclet number, the resis
tance to the heat transport perpendicular to the stream lines 
will be inversely proportional to the distance between the drop 
surface and the center of the vortex. This distance is smaller in 

the case of an oblate drop than that for a sphere. This results 
in significantly higher steady-state Nusselt numbers for oblate 
drops at large Peclet numbers. 

Although the variation of the Nusselt number with the Peclet 
number is qualitatively similar for oblate and prolate drops, the 
Nusselt numbers for prolate drops are significantly lower than 
that for oblate drops. As explained earlier, the Nusselt numbers 
for prolate drop are based on the minor diameter and those for 
the oblate drop are based on the major diameter. Also, the 
difference in the location of the circulatory vortex in prolate 
and oblate drops, is partly responsible for the lower values of 
the Nusselt number in prolate drops. Examination of Figs. 3(a) 
and (b) shows that the center of each vortex moves away from 
rj = n/4 position as a drop deforms from a spherical shape. 
However, for a prolate drop, the movement of the vortex center 
is much smaller than that for an oblate drop. As a result of the 
difference in the flow field, the Nusselt numbers obtained for a 
prolate drop are closer to those for a spherical drop and lower 
than those for an oblate drop. Unlike the external problem, the 
difference in the Nusselt numbers for deformed drops and a 
liquid sphere, is not only a function of b/a but also a strong 
function of the Peclet number. As the effect of the Peclet number 
on the differences in the drop Nusselt number is nonuniform, 
no attempt was made to correlate the data in a form similar to 
Eq. (22). 

Conclusions 
We have studied the transient heat transport in a deformed 

drop suspended in a uniform electric field. An electrically in
duced flow field is determined for prolate and oblate drop 
shapes. The heat transfer results are obtained in the limits of 
the bulk of the resistance to the heat transport being in the drop 
(internal problem) and that in the continuous phase (external 
problem). From this study we can draw the following conclu
sions: 

1 For the external problem, the overall steady-state Nusselt 
number increases with the Peclet number for all drop deforma
tions. The steady-state Nusselt numbers for a sphere are lower 
than that for an oblate drop, and higher than that for a prolate 
drop, at all Peclet numbers. 

2 For the range of drop shapes considered in this study, the 
effect of drop deformation on the steady-state Nusselt number 
for the external problem can be expressed as Nu = NuspiKre 

exp[-0.33*(£/ f l - 1)]. 
3 In the internal problem, for all drop deformations, the 

steady-state Nusselt numbers become increasingly independent 
of the Peclet number for large Peclet numbers. 

4 The internal steady-state Nusselt numbers for an oblate 
drop are significantly higher than those for a prolate drop, for 
a given Peclet number. 

5 As the steady-state Nusselt numbers for oblate drops are 
significantly higher than those for prolate drops for the internal 
as well as the external problem, the enhancement of direct con
tact heat/mass transfer is more effective for a combination of 
liquids for the continuous phase and the drop phase that leads 
to an oblate deformation of the drop under the application of 
an electric field. 
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A Complementary Experimental 
and Numerical Study of the 
Flow and Heat Transfer in Offset 
Strip-Fin Heat Exchangers 
A detailed analysis of experimental and numerical results for flow and heat transfer 
in similar offset strip-fin geometries is presented. Surface-average heat transfer and 
pressure drop, local Nusselt numbers and skin friction coefficients on the fin surface, 
instantaneous flow structures, and local time-averaged velocity profiles are contrasted 
for a range of Reynolds numbers using both prior and new experimental and numeri
cal results. This contrast verifies that a two-dimensional unsteady numerical simula
tion captures the important features of the flow and heat transfer for a range of 
conditions. However, flow three-dimensionality appears to become important for 
Reynolds numbers greater than about 1300, and thermal boundary conditions are 
important for Reynolds numbers below 1000. The results indicate that boundary layer 
development, flow separation and reattachment, wake formation, and vortex shedding 
are all important in this complex geometry. 

Introduction 

In many liquid and refrigerant-to-air heat exchanger applica
tions, interrupted surfaces are used to enhance the air-side heat 
transfer. Interrupted surfaces increase heat transfer via two 
mechanisms. First, they restart the boundary layers, thus taking 
advantage of the thin boundary layers—and hence high heat 
transfer—at the leading edges of fins. Second, above a certain 
critical Reynolds number, interrupted surfaces shed vortices 
which also enhance the heat transfer. Offset strip fins have 
found relatively common use for several decades, and a signifi
cant volume of research on this interrupted surface has been 
reported. The present research has been pursued through both 
experimental and numerical methods, and although a number 
of experimental and numerical studies have appeared in the 
literature, there have been few if any analyses that have taken 
advantage of the strengths of both approaches. The numerical 
and experimental approaches are complementary. Numerical 
simulations are well suited to parametric studies and provide a 
detailed description of the flow and thermal fields. However, 
while numerical simulations are often based on simplified mod
els of geometry, flow, and heat transfer, such as perfect two-
dimensionality, experimental studies reflect the full complexi
ties of the three-dimensional geometry and account for the com
plex development of flow and heat transfer. Thus they provide 
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changers, Numerical Methods. Associate Technical Editor: P. Simpkins. 

verification for the numerical work. Owing to computational 
limitations, numerical simulations are best suited to investigate 
the fully developed flow and heat transfer in an infinite array 
of periodic plates while detailed experimental investigations 
model flow and thermal development through a finite array. A 
complementary experimental and numerical approach therefore 
offers many advantages in the study of such complex systems. 

Manglik and Bergles (1995) provided a thorough review of 
the experimental literature on offset strip fins, and a related 
survey was very recently provided by DeJong and Jacobi 
(1997). Zhang et al. (1997a, b, c) provided surveys with a 
focus on progress in the numerical modeling of such flows. 
Because of these recent reviews, only a brief discussion of 
closely related research will be presented here. 

Joshi and Webb (1987) used a combination of experimental 
and analytical techniques to develop correlations for the friction 
factor and the Coiburny factor in the laminar and turbulent flow 
regimes and to predict the transition between them. Using flow 
visualization, they were able to discern four different flow re
gimes. In the first regime, the flow was steady and laminar. In 
the second regime, the flow oscillated in the transverse direction 
near the upstream stagnation point of each fin. In the third 
regime, the flow oscillations encompassed the entire gap be
tween the upstream and downstream fins, and in the fourth 
regime, the fins shed vortices. At the onset of the second regime, 
the laminar flow correlation of Joshi and Webb (1987) began 
to underpredicty and/. Therefore, they designated the Reynolds 
number at that point as the critical Reynolds number for transi
tion between laminar and turbulent flow. 

Xi et al. (1991) visualized the flow through an offset strip-
fin arrangement with Re6 < 300 by injecting ink in a water 

690 / Vol. 120, AUGUST 1998 Copyright © 1998 by ASME Transactions of the ASME 

Downloaded 10 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

mailto:n-dejon@uiuc.edu


tunnel. They used a hot and cold-wire anemometer probe to 
measure velocity and temperature fluctuations. Like Joshi and 
Webb (1987), they found that as the Reynolds number in
creased the flow went from steady laminar to a flow in which 
the wakes exhibited either roughly sinusoidal fluid motion or 
the formation of discrete vortices. Xi et al. (1991) suggested 
that heat transfer effects related to the formation of discrete 
vortices in the fin wakes caused j to deviate from the flat-
plate solution. As the fin pitch decreased, the flow transitions 
occurred at lower Reynolds numbers. In 1990 Xi et al. analyzed 
the effect of fin thickness on heat transfer in offset fin arrays 
for the low Reynolds number range (characterized by free-
forced mixed convection) and the middle Reynolds number 
range (dominated by forced convection). They presented local 
and row-by-row heat transfer data. It should be noted that their 
Nusselt number was based on the inlet fluid temperature rather 
than the local mixed-mean temperature and that this representa
tion can lead to an erroneous interpretation of the results. 

DeJong and Jacobi (1997) performed an experimental study 
of the flow and heat transfer in arrays of staggered parallel 
plates. Complementary flow visualization and local, row-by-
row, and spatially averaged mass transfer experiments were 
conducted. They showed a direct link between vortex shedding 
and mass transfer enhancement. Rows in the array where the 
fins were shedding vortices, identified by flow visualization, 
showed a marked increase in Sherwood number. In the unsteady 
laminar regime, fins were noted to shed vortices from their 
leading edges. 

In a numerical study, Sparrow and Liu (1979) examined the 
heat transfer on a series of parallel in-line and offset strip fins 
with negligible fin thickness by solving an approximate form 
of the steady Navier-Stokes and energy equations. They in
cluded the entrance and exit effects. Later, Patankar and Prakash 
(1981) modeled the flow and heat transfer in a periodic array 
of offset strip fins with finite fin thickness by solving the steady-

state Navier-Stokes and energy equations. Suzuki et al. (1985) 
presented a combined numerical and experimental study of a 
two-dimensional offset strip model in free-forced mixed con
vection at low Reynolds numbers. These authors analyzed the 
effects of fin thickness and free-stream turbulence. The assump
tion of steady flow and thermal fields conceals the unsteady 
flow physics; unsteady numerical simulations of flows in 
grooved and communicating channels have shown that such 
effects can be significant (Ghaddar et al., 1986; Amon and 
Mikic, 1991). Recently, Zhang et al. (1997a, b) have shown 
that such effects can be very important when predicting heat 
transfer and friction loss for offset strip-fin heat exchangers, 
even under typical operating conditions. 

The purpose of this paper is to present complementary experi
mental and numerical studies of the flow and heat transfer in 
offset strip fins. Earlier experimental measurements by DeJong 
and Jacobi (1997) as well as new experimental data will be 
contrasted with the unsteady numerical simulation of Zhang et 
al. (1997a, b, c). The complementary strengths of the experi
mental and numerical approaches will be used to improve under
standing of the complex flow and heat transfer in the offset 
strip geometry. Both the experimental procedure and simulation 
methodology will be described here, followed by the results 
and conclusions. 

Experimental Method 

Mass transfer experiments were conducted to measure the 
local and spatially averaged surface convective behavior; local 
velocity experiments and flow visualization were used to obtain 
a clearer understanding of the flow field. The naphthalene subli
mation technique was used for the mass transfer study (see 
Goldstein and Cho, 1995; Souza Mendes, 1991). The apparatus, 
instrumentation, specimen preparation method, and experimen
tal procedures for these experiments have been discussed earlier 

N o m e n c l a t u r e 

A = area 
b = fin thickness 

Cf = skin friction factor 
D = computational domain 

D„a = mass diffusion coefficient of 
naphthalene in air 

dh = hydraulic diameter (see Eq. (2)) 
ex = unit vector in streamwise (x) di

rection 
/ = friction factor (see Eq. (6)) 
/„ = vortex shedding frequency 
h = local heat or mass transfer coeffi

cient 
h = average heat or mass transfer co

efficient 
H = half channel height between two 

fins (see Fig. 2) 
j = modified Colburnj factor (see Eq. 

(5)) 
k = thermal conductivity of the fluid 
L - plate length (see Fig. 1) 

icore = length of heat exchanger core 
Lx = computational domain length in x-

direction 
Ly = computational domain length in 

v-direction 
m = mass 
n = outward normal unit vector on fin 

surfaces 
N = number of local data acquired dur

ing a surface scan 

Nu = local Nusselt number 
p = modified perturbation pressure 
P = total pressure 

AP = mean pressure drop across a dis
tance H unless otherwise noted 

Pr = Prandtl number 
q" = specified constant heat flux 
r = length along the fin periphery 

Re = Reynolds number, based on hy
draulic diameter unless otherwise 
noted (see Eq. (1)) 

s = transverse fin spacing (see Fig. 

1) 
Sc = Schmidt number, vlDm 

Sh = local Sherwood number based on 
fin length (see Eq. (8)) 

Sh = average Sherwood number, based 
on hydraulic diameter unless oth
erwise noted (see Eq. (4)) 

Sr = Strouhal number 
t = time 

T = total temperature 
u, v = velocity components in x and y 

directions 
u = magnitude of the local velocity, 

time-averaged (see Eq. (25)) 
U = average velocity defined in Eq. 

(25) 
ĉonv = convective velocity of vortices 
x* = dimensionless distance from the 

leading edge of a plate, xlL 

y+ = dimensionless transverse distance 
as defined in Figs. 2 and 8 

Greek symbols 
P = mean pressure gradient 

Ssb = local sublimation depth 
y = mean temperature gradient 
\ = distance between vortices shed 

from a given side of the fin 
p = dynamic viscosity 
v = kinematic viscosity 
6 = modified perturbation 

temperature 
p = mass density 

Subscripts and superscripts 
c = evaluated at the minimum free

flow area of the heat exchanger 
core = across the heat exchanger core 

/ = mass transfer surface 
L = based on fin length 
m = mass transfer 

n,m = mixed-mean naphthalene 
n, s = naphthalene in the solid phase 
n, v = naphthalene in the vapor phase 
ref = reference 

T = based on friction velocity 
* = dimensionless quantity 
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by DeJong and Jacobi (1997), so only a summary will be 
presented. 

Apparatus and Instrumentation. An induction wind tun
nel was used for the mass transfer and local velocity experi
ments. A test section with a 15.24 cm X 15.24 cm cross section 
was constructed of acrylic, and calibrated platinum RTDs and 
static pressure taps were located upstream and downstream of 
the test array. The test section could accommodate up to 92 fins 
in eight rows as shown in Fig. 1. Figure 1 also provides the 
geometric parameters for both the experimental and numerical 
arrays. All experimental fins had a height to length ratio of six. 
However, fin height was relatively unimportant since tests of 
local mass transfer showed the mass transfer not to be a function 
of vertical position on the fin. The test section included a combi
nation of test specimens covered with naphthalene and dummy 
fins made of acrylic. The test specimens were placed in such a 
manner to simulate thermally developed conditions for down
stream fins in some conditions whereas in others, the flow was 
thermally undeveloped. These conditions and terms will be dis
cussed further in the results. 

Local velocity data were acquired using a single-wire bound
ary layer hot-wire anemometer. The probe support was con
nected to a depth micrometer; the hot-wire was moved by turn
ing the dial on the micrometer. Thus it was possible to determine 
the position of the hot-wire within ±.03 mm (compared to a 
value of s of 9.53 mm). Small holes were drilled through fins 
near the wind tunnel wall, and the probe was inserted through 
them to allow local velocity data to be acquired in the center 
of the array. 

Flow visualization was performed by injecting ink into a 
water tunnel similar in configuration to the wind tunnel. The 
same array was used in both the wind and water tunnels. 

Experimental Procedure. Before mass transfer experi
ments were conducted, the test specimens were weighed using 
an analytical balance (0-200 g, ±5 X 10 ~5 g) . For cases where 
local data were obtained, the naphthalene surface profile was 
measured using a laser profilometer. This measurement system 
and its application to naphthalene sublimation have been de
scribed previously by Kearney and Jacobi (1996). A 60-by-20-
point scanning grid was used to cover a 7.62 cm by 2.54 cm 
test area centered on the naphthalene surface. Thus, each surface 
measurement point was taken to represent a surface area element 
of approximately 1.6 mm2. On the basis of repeated scans of a 
reference surface, these optical methods provided sublimation 
depths with a 2-a uncertainty of ±6 pjm. 

After the initial mass and surface profile data had been re
corded, the specimens were placed in the test array and exposed 
to a controlled air flow. Upon removal from the wind tunnel, 

Row 1 2 3 4 5 6 7 

Flow 

Geometrical parameters for experimental and numerical arrays 
geometrical 
parameter 

experimental 
geometry 

numerical 
geometry 

b/L 0.125 0.117 

s/L 0.375 0.507 

the specimens were weighed and scanned again. During each 
run, upstream and downstream temperatures were sampled ev
ery five seconds and averaged over the period of the test. The 
core pressure drop, pressure drop across an ASME standard 
orifice plate (to determine flow rate), relative humidity, baro
metric pressure, and exposure time were also recorded for each 
test. 

Before acquiring the local velocity data, the hot-wire ane
mometer was calibrated in an open test section. The local veloc
ity data were acquired between adjacent fins at the leading edges 
and midpoints of the fins for the seventh row of the eight-row 
array. Each local velocity data point represents an average of 
2000 measurements. 

Data Reduction and Interpretation. The Reynolds num
ber for flow through the test section was defined as 

Re = Ucdhlv (1) 

where Uc is the flow velocity at the minimum free-flow area, 
and dh is the hydraulic diameter 

dh = 2(s - b)L/(L + b). (2) 

To facilitate comparison between geometries with different hy
draulic diameters, in some cases the Reynolds number was 
based on fin length, L, instead of hydraulic diameter. 

The average mass transfer coefficient was determined through 

AmlAtpn%vAt (3) 

where Am is the change in mass of the specimen and At is the 
exposure time. The sources of thermophysical properties are 
given in DeJong and Jacobi (1997). The average Sherwood 
number was calculated using 

Sh = d„hJD„, (4) 

Following the suggestion of Sparrow and Hajiloo (1980) for 
intermediate Schmidt numbers, a modified Colburny factor was 
used to represent the spatially averaged mass transfer data 

j = Sh/ReSc04. (5) 

The core pressure drop, Afcore, was interpreted using the 
conventional Fanning friction factor, / , 

/ = 
2APC, 

put \4A 
dh (6) 

The local mass transfer coefficients were determined from 
the sublimation depths using the following relation: 

hm = p„r,6sh/p„,vAt. (7) 

Local Sherwood numbers (based on fin length) could then be 
determined from 

Sh7, = h,„L/D„a. (8) 

As a redundant check, the local Sherwood numbers were inte
grated and compared to the mass-averaged Sherwood numbers 
using the following approximation: 

AJA 

I 
Shint = - I ShdA « - X Sh. 

AJA N 
(9) 

Fig. 1 Top view of the parallel plate array used for the experiments. The 
black fins were coated with naphthalene in most cases. The numerical 
simulation analyzed a similar, infinite array of plates. Geometric parame
ters for the two geometries are given in the table. 

If Shin, for a particular experiment,_as obtained through Eq. (9), 
were not within ten percent of Shi as determined from the 
weight measurement, the local data for that run were rejected. 
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Heat transfer data could be inferred from the mass transfer 
data by employing the heat and mass analogy: 

Nu = Sh(Pr/Sc)". (10) 

Again, a value of n of 0.4 is appropriate for the intermediate 
values of Schmidt number used here. 

Strouhal numbers were calculated from flow visualization 
results using 

Sr =fJ)IUc (11) 

where/„ = f/conv/X.. Here t/conv is the convective velocity of the 
vortices, which was approximated as the average velocity in 
the lateral gap s between adjacent fins in a row, and X. is the 
distance between vortices shed from a given side of a fin. This 
distance was determined from photographs recorded during flow 
visualization. Flow velocities were determined from the transit 
time required for an ink flow marker to pass through the array 
and from the free-flow to frontal area ratio. 

Uncertainty. The uncertainties of the reduced data were 
determined by propagating the measurement uncertainties using 
standard methods (Kline and McClintock, 1953). The uncer
tainties in Re, Sh, modified Colburny factor, and local Nusselt 
number were 2 percent, 5 percent, 5.5 percent, and 10 percent, 
respectively. The uncertainty in AP decreased as the Reynolds 
number increased because the uncertainty of the pressure mea
surement was fixed. Thus, the uncertainties in AP ranged from 
approximately 50 percent at very low Reynolds numbers to 0.2 
percent at high Reynolds numbers. For Re > 1000, the average 
uncertainty in AP was one percent, leading to an average uncer
tainty in / of about four percent. The calibration of the hot
wire resulted in a 2-a uncertainty of nine percent. 

Simulation Methodology 
For the numerical simulation, the array is approximated as a 

periodic repetition of a basic unit, and the computational domain 
is limited to this basic unit. Thus, it has been assumed that the 
flow is both hydrodynamically and thermally fully developed 
in the fin array, and the effects of the entrance and exit have 
been neglected. The computational domain contains two fins 
and is periodically repeated in both the streamwise and trans
verse directions, as shown in Fig. 2. 

The nondimensional Navier-Stokes, continuity and energy 
equations, which are shown below, are solved in two dimen
sions: 

H {ufuf) = h in D (12) 
dt* dxf dxf ReT Qx*i 

flu ^ 
^ - = 0 in D (13) 
dxf 

i— 

fiTTm*" 'i i 

1 • T 1 - — i i 
Fig. 2 Schematic of the fin arrangement for the computational simula
tion. The dashed line indicates the computational domain where L/H = 
L* = 6.41, LJH = L; = 14.4, b/H = b* = 0.75. Letters c-f indicate 
locations of velocity measurements, as explained in Fig. 8. 

dT* d 1 d2T* 
¥— + -—{ufT*) = — — ? - ! — in D (14) 
dt* Qxf ReT Pr Qxf2 

where D denotes the computational domain. It has been assumed 
that the flow is incompressible with constant properties, and the 
effects of viscous dissipation and buoyancy forces are neglected. 
The length scale is defined as the half distance between adjacent 
columns, H, while the pressure scale, AP, is chosen to be 
the applied pressure drop in the streamwise direction over a 
length of H. The velocity scale is the friction velocity, uT = 
( A P / p ) " 2 . The temperature has been nondimensionalized by 
q"H/k, where q" is the specified heat flux on the fin surface. 
Notice that two nondimensional parameters appear in the above 
equations as a result of this nondimensionalization: one is the 
Reynolds number based on the friction velocity, Re = uTHlv, 
and the other is the Prandtl number which is set to that of air, 
0.7. 

Since the present simulation assumes periodicity of the geom
etry over a basic unit, the following general periodic form can 
be applied for the velocity components: 

uf(x* + mLf , y* + nLf ) = u*(x*, y*) (15) 

In Eq. (15) it is assumed that the resulting flow is periodic over 
m rows of fins in the ^-direction and n columns of fins in the 
y -direction. For computational simplicity we assume that m = 
n = 1. The imposition of periodic conditions for the pressure 
and temperature requires some modifications. The pressure de
creases monotonically in the flow direction while the tempera
ture is expected to either decrease or increase monotonically in 
the flow direction, depending on the direction of heat transfer. 
Following Patankar et al. (1977), the nondimensional total pres
sure and temperature have each been subdivided into a linear 
component and a perturbation term: 

P*(x*, y*, t*) = P* - fix* + p*(x*, y*, t*) (16) 

T*(x*, y*, t*) = T* - yx* + 8(x*, y*, t*) (17) 

where (3 and y are the mean streamwise pressure and tempera
ture gradients. With such a decomposition, a periodic condition 
similar to Eq. (15) can be applied for the perturbation pressure, 
p*(x*, y*, t*), and the perturbation temperature, 8{x*, y*, 
t*). A detailed treatment of this approach can be found in 
Zhang etal. (1997a). 

On the fin surfaces, no slip and no penetration boundary 
conditions are applied for the velocities while the Neumann 
boundary condition is applied for the modified nondimensional 
pressure and a modified heat flux condition for the temperature, 
as follows: 

(Vp*)-n = 0 (18) 

(V0)• n = 1 - yex- n on 8Drm (19) 

where n is the outward unit vector normal to the fin surface 
and ex is the unit vector in the ^-direction. 

The instantaneous Nusselt number based on the hydraulic 
diameter is defined as 

Nu (r, t) = q"dll/[Tf(r, t) - Tref(r, t)]k (20) 

where 7} and T t̂ are the dimensional fin surface temperature 
and local reference temperature and r is the length along the 
fin periphery. The above equation can also be expressed in 
nondimensional terms as 

Nu (r, t) = d*/[6f(r, t) - erct(r, t)] (21) 
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with #re, defined as 

eKf{r,t)= J 9\u*\dy* \ \u*\dy*. (22) 

The global mean Nusselt number can be obtained be integrating 
Nu (r, t) around the fin surface and averaging over time. 

The local skin friction factor is defined as 

Cf 
dhjJi 

2HpU2
c 

du 

dy 
(23) 

To quantify the accuracy of the calculations, a grid depen
dency study was performed at high Reynolds numbers (Zhang 
et al., 1997a). By doubling the grid from 128 X 32 to 256 X 
64, the j and / factors reduced by nine percent and six percent, 
respectively. Further doubling the grid to 512 X 128 cells re
sulted in a nominal reduction of one percent and two percent 
for the / and j factors, respectively. In view of these results, 
the / and j factors on a 128 X 32 grid are expected to be 
overpredicted by five percent to ten percent in the high Reynolds 
number range. At each time step, the Lx norm of the pressure 
equation was converged to 1 X e~5. Further details regarding 
the spatial and temporal discretization and numerical implemen
tation are presented in Zhang et al. (1997a), where computa
tional performance and grid independence are also discussed. 

Results 
The results are divided into three sections. In each section, 

the experimental and numerical results are contrasted, and the 
physics of the flow and heat transfer are discussed. In the first 
section, overall heat transfer and pressure drop results, which 
are presented in the form of average j and /factors and Sher
wood numbers, are presented. In the second, local time-aver
aged heat transfer results along the fins are presented to illustrate 
the local heat transfer characteristics. These results reveal the 
effects of both boundary layer growth and vortex shedding 
within the array. The third section contrasts the instantaneous 
flow structures and local time-averaged velocity results which 
reveal the flow behavior that causes the heat transfer characteris
tics. 

Contrast of Overall Heat Transfer and Pressure Drop. 
The Colburn j and friction factors determined through the nu
merical simulation and the experiments are shown in Fig. 3 
together with the correlations of Joshi and Webb (1987). The 
experimental friction factors are obtained using the pressure 
drop across the entire eight-row test section; however, the Col
burn y factors are for the seventh row of the array. The numerical 
simulation assumes a large array of fins so that the entrance 

experimental data 
numerical simulation 
Joshi & Webb correlation 

0.001 
100 1000 

Re 
10000 

Fig. 3 Colburn j factors and friction factors as a function of Reynolds 
number. The correlation of Joshi and Webb (1987) is provided for com
parison purposes. 

and exit effects can be neglected. The friction factor results 
reveal very similar performance. For the present numerical sim
ulation, the ratio of the fin thickness to the gap between the fins 
is approximately 30 percent smaller than for the experiments 
(cf. Figs. 1 and 2). Different correlations indicate that this 
difference in geometries could cause the experimental and nu
merical results to differ by anywhere from - 2 to —19 percent 
in the laminar regime (meaning the experimental values would 
be lower) and +15 to —21 percent in the turbulent regime 
(Wieting, 1975; Joshi and Webb, 1987; Manglik and Bergles, 
1995). Figure 3 indicates that at low Reynolds numbers, this 
geometry difference has a small effect, but at higher Reynolds 
numbers the increased form drag of the thicker fins causes the 
experimental friction factors to be higher than those from the 
numerical simulation. The assumption of two-dimensionality 
and the neglect of entrance and exit effects in the present numer
ical simulation may have also attributed to this difference. 

For Reynolds numbers less than 1000, the Colburn,/ factors 
predicted by the numerical simulation are up to twice as large 
as the experimental measurements, but for Reynolds numbers 
greater than 1000, the numerical predictions are within ten per
cent of the experimental data. This behavior may be due in part 
to differences in the imposed boundary conditions (constant 
flux for the numerical simulations and constant fin temperature 
for the experiments). For example, the analytical solution for 
the Nusselt number for laminar flow over a flat plate with a 
constant heat flux is 36 percent higher than for the same plate 
with a constant surface temperature. For developed laminar flow 
in a flat duct the difference is only nine percent. At high Reyn
olds numbers the effect due to differing boundary conditions 
for both cases is small; for turbulent flow over a flat plate, the 
difference between the Nusselt numbers for the two boundary 
conditions is only about four percent. For the j factor results, 
the difference in boundary conditions would have a much larger 
effect than the difference in geometry. The correlations of Wiet
ing (1975), Joshi and Webb (1987), and Manglik and Bergles 
(1995) indicate that the geometry difference could cause the 
experimental and numerical results to differ by - 2 to +3 per
cent in the laminar regime and - 2 to - 1 0 percent in the turbu
lent regime. 

Recent results by Zhang et al. (1997c) have shown that at 
sufficiently high Reynolds numbers, when in reality the flow is 
three-dimensional, a two-dimensional simulation tends to over-
predict the overall heat transfer. For example, in an in-line array 
of fins, it was observed that at Re = 3500, the overprediction 
of they factor in the two-dimensional simulation can be as high 
as 25 percent. This behavior is due to the three-dimensional 
flow effects not captured in the two-dimensional simulation— 
effects which tend to weaken the periodic shedding of vortices. 
Differences in pressure drop between two and three-dimensional 
simulations are much smaller; at Re = 3500, the friction factors 
agree to within four percent. A detailed exploration of the under
lying three-dimensional mechanisms is discussed in Zhang et 
al. (1997c). 

The experiments have the advantage of modeling developing 
flow with entrance and exit effects while the numerical simula
tion models developed flow through an infinite array of plates. 
Fig. 4 illustrates this difference. Experimental Sherwood num
bers (which are analogous to Nusselt numbers) are shown for 
rows one through seven of the eight-row array. In Fig. 4, the 
solid lines connect data that have been corrected for the mixed-
mean naphthalene concentration in the air using Eq. (24) while 
the dashed lines are the uncorrected data (where p„m is assumed 
to be zero). 

h,„ Aw/A/(p„,„ - p„,m)At (24) 

The rate of naphthalene sublimation into the air stream was 
known. To determine the volume of air into which the naphtha
lene sublimed, a channel of width s was used for the odd-
numbered rows while a channel of width 2s was used for the 
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3 4 5 6 7 
Row number (l=inlet) 

Fig. 4 Sherwood numbers for fins in successive rows of the eight-row 
experimental array. The solid lines have been corrected for mixed-mean 
naphthalene concentration, and the dashed lines are the uncorrected 
data. 

even-numbered rows (see Fig. 1). It was also assumed that half 
of the naphthalene escaped out of this channel going from rows 
2 to 3, 4 to 5, and 6 to 7. The reason for these somewhat 
conservative assumptions will be discussed later. 

Figure 4 shows clearly that the fin's location within the array 
affects its heat transfer. At low Reynolds numbers, where the 
flow is laminar and no vortex shedding occurs, the Sherwood 
numbers remain approximately constant or decrease slightly for 
successive rows in the array. Since the flow is not well mixed, 
boundary layers from upstream plates may be carried onto 
downstream plates, decreasing their Sherwood numbers. As the 
Reynolds number is increased, vortex shedding begins in the 
downstream rows and moves upstream. Since shedding in
creases the convective transport, once a fin begins shedding 
vortices from its leading edge, its Sherwood number increases. 
Corresponding flow visualization presented in DeJong and Ja-
cobi (1997) shows that the row number at which the Sherwood 
number shows a marked increase is that where significant vortex 
shedding begins. The two highest Reynolds numbers show a 
decrease of approximately 12 percent from row 5 to row 6. 
Since this decrease can be seen even in the data corrected for 
mixed-mean naphthalene concentration, the primary cause of 
this behavior may be that the exit of the array (following row 
8) is affecting the flow and therefore naphthalene mass transfer 
upstream. If this is the case, then it would be better to compare 
experimental results for rows 3-5 with the simulation than to 
compare the results for row 7. For example, at a Reynolds 
numbers of 1450, the experimental Colburn) factors for row 7 
are 13 percent lower (when not corrected for a nonzero mixed-
mean naphthalene concentration) and four percent higher (for 
values that have been corrected) than the simulation, respec
tively. For rows 3-5 , the uncorrected and corrected values are 
7 percent and 20 percent higher, respectively. 

To evaluate the effect of thermal development, in Fig. 5 
Sherwood numbers for the seventh row of the eight-row array 
that have not been corrected for a nonzero mixed-mean naphtha
lene concentration are shown. For the data labeled ' 'thermally 
developed," naphthalene was present on the six upstream rows 
as well (see Fig. 1). For the data labeled "thermally devel
oping," naphthalene was present only on the seventh row of 
fins; dummy fins were placed upstream to ensure that the flow 
was hydrodynamically the same in both cases. Except for low 
Reynolds numbers (below 500), there is no appreciable differ
ence between the two results. This result indicates that the over
all effect of thermal development is insignificant. On the other 
hand, based on an estimate for the increase in the mixed-mean 
naphthalene concentration for the "thermally developed" case 
(similar to the one performed for Fig. 4) , one would expect an 
18 to 27 percent decrease in mass transfer for the "thermally 

developed" case. This contradiction can partially be resolved 
by noting that the concentration profile approaching the seventh 
fin is not uniform and that in fact the naphthalene concentration 
near the fin surface is lower than the mixed-mean concentration. 
Support for this assertion comes from the thermal profiles plot
ted at various downstream locations in Zhang et al. (1997b), 
and the behavior of the concentration profiles is expected to be 
the same. The effect of the reduced concentration adjacent to 
the fins is to increase the mass transfer. 

Local Nusselt Number Behavior. Nusselt number distri
butions on the fin surface given by the numerical simulation 
and the experiments are shown in Fig. 6(a) . Since the geome
tries have different hydraulic diameters, for comparison pur
poses, the Nusselt and Reynolds numbers are based on the fin 
length. 

The experimental and numerical results reveal similar behav
ior. Average Nusselt numbers were obtained by integrating the 
local results over the fin surface. The experimental and numeri
cal results agreed to within 3 percent and 12 percent for the 
low and high Reynolds number cases, respectively. Note that 
the use of L rather than dh as the length scale has resulted in a 
much closer comparison. Considering an experimental uncer
tainty of ± 10 percent for local Sherwood number and the differ
ences between the experiments and the simulation, this agree
ment is excellent. Not only are the average Nusselt numbers 
predicted well by the simulation, but the similar trends reported 
along the length of the fin reveal the nature of the local flow 
structures and heat transfer. 

The Nusselt number distributions for the low Reynolds num
ber case show clear evidence of boundary layer growth. As 
expected, heat transfer is high at the leading edge of the fin 
and decreases further downstream, approaching an asymptotic 
value. Both distributions show a slight increase in the Nusselt 
number near the trailing edge of the fin. This increase is caused 
by acceleration of the flow as it passes through the minimum 
cross-sectional area. The high Reynolds number case shows 
that an additional flow feature is present in this case. Heat 
transfer is high at the leading edge and decreases over approxi
mately the first ten percent of the fin. However, both the experi
mental and numerical results show a local maximum in the 
Nusselt number at a position approximately 30 percent down
stream from the leading edge. The Nusselt number then de
creases along the rest of the fin except for a slight increase at 
the end. 

In order to explain this behavior of local Nusselt number, let 
us consider the local time-averaged skin friction coefficient on 
the top (or bottom) surface of the fin obtained from the computa
tions at ReL = 680 (Refft = 474) and ReL = 2100 (Re,,,, = 
1465) and plotted in Fig. 6(b). While in the lower ReL case 
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Fig. 5 Uncorrected Sherwood numbers for the seventh row of the array 
under two conditions. For the data labeled "thermally developed," naph
thalene was present on the six upstream rows (see Fig. 1). For the data 
labeled "thermally developing," naphthalene was present only on the 
seventh row of fins; dummy fins were placed upstream. The flow was 
hydrodynamically identical in both cases. 
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Fig. 6(a) Local Nusselt number distributions along a fin surface for a 
steady laminar and turbulent flow case where x* = 0 is the fin leading 
edge and x* = 1,0 the trailing edge. Typical error bars are shown on 
several data points. Note that the experimental fin pitch is smaller than 
the numerical fin pitch. 
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Fig. 6(b) Local time-averaged skin friction coefficient distributions 
along the top of the fin surface evaluated from the numerical simulation 
for a laminar and a turbulent flow case. 

the local skin friction always remains positive, in the higher 
Re t case the local skin friction is negative over the first 32 
percent of the fin. This behavior suggests a recirculation region 
in the mean at the higher Reynolds number with the reattach
ment point around 32 percent of the fin length from the leading 
edge. This mean location where the separating shear layer im
pinges on the fin surface is in excellent agreement with the 
location of the local maxima in the Nusselt number. This obser
vation agrees with earlier studies on separating and reattaching 
shear layers (Vogel and Eaton, 1985; Sparrow et al., 1987; Ota 
and Nishiyama, 1987) for flow over a backward-facing step 
and a blunt plate. In all of these studies it was found that a 
point of maximum heat transfer existed in the vicinity of the 
mean reattachment point. 

It must be cautioned that the recirculation region is in the 
mean—the flow is unsteady, and vortices are shed from the 
leading edges of the fins. However, in a time-averaged sense, 
the flow is characterized by a recirculation zone. At the high 
Reynolds numbers considered (1750 and 2100), both Zhang et 
al. (1997b) and DeJong and Jacobi (1997) observed the flow 
to be turbulent with complex vortex shedding from the leading 
edges of fins. The recirculation region and the associated nega
tive skin friction near the leading edge is a time-averaged effect. 
Although the instantaneous vortices are expected to influence 
both the local skin friction and heat transfer, the time-averaged 
cumulative effect of the vortices on the skin friction factor 
and Nusselt number may depend on the strength and complex 
dynamics of these vortices. The near coincidence of the peak 
in local Nusselt number and the mean reattachment point is 
somewhat fortuitous. At a somewhat lower Reynolds number, 

Zhang et al. (1997b) observed that while there was a recircula
tion region in the mean flow, no distinguishable local peak was 
observed in the Nusselt number. Nevertheless, it is clear that 
the effect of the vortices is to maintain a high Nusselt number 
over a significant portion of the fin. 

Instantaneous Flow Structures and Velocity Profile Com
parison. Instantaneous flow structures can be examined using 
the flow visualization shown in Fig. 1(a) and the numerically 
computed vorticity contour plot in Fig. 1(b). Figure 1(b) shows 
the magnitude of the vorticity plotted on a log scale for Re = 
1018, and the flow visualization (Fig. 7(a)) shows streaklines 
for Re = 1060. While the dye helps to visualize regions of 
strong vorticity, it must be noted that dye exhibits a cumulative 
effect as it flows from upstream to downstream fins. The vortic
ity plot, on the other hand, presents a snapshot in time with no 
such cumulative effect. Although a direct comparison is diffi
cult, one can see the similarity between the unsteady flow struc
tures exhibited in the experiments and the simulation. Both plots 
show vortices shedding from the leading edges of the fins and 
a wavy wake downstream. Note the development effect illus
trated in Fig. 1(a). Only a weak oscillation can be observed in 
the wake of row 1, but observations showed that vortices were 
shedding from the second and following rows of fins. This result 
corroborates the row-by-row Sherwood numbers plotted in Fig. 
4 which show a marked increase in the Sherwood numbers from 
row 1 to row 2 at Re = 1090. 

DeJong and Jacobi (1997) and Zhang et al. (1997b) report 
the transition between the steady and unsteady laminar flow 
regimes in the same Reynolds number range—between 460 
and 550 for the former and between 474 and 720 for the latter. 
This unsteady laminar flow regime is characterized by the shed
ding of distinct vortices. DeJong and Jacobi report Sr «* 0.23 
over a range of Reynolds numbers in the unsteady laminar 
regime. The corresponding Strouhal numbers observed by 
Zhang et al. increase slightly with Reynolds number and are in 
the range of 0.15 to 0.17. Thus, there is a 40 percent discrepancy 
between the experimental and computational results which may 
be due to several factors. First, the larger fin thickness and 
smaller fin pitch employed in the experimental array would 
affect the vortex shedding frequency. For an array of staggered 
cylinders, Chen (1968) reports the Strouhal number to vary 
with the cylinder diameter and also the transverse cylinder and 
streamwise cylinder spacing, reaching values as high as 0.7. Xi 
et al. (1991) report Strouhal numbers ranging from 0.1 to 0.38 
for an array of offset plates five rows deep. Their vortex shed
ding frequencies vary with Reynolds number, fin length, fin 
thickness, and fin pitch. For a 25 percent decrease in fin pitch, 
Xi et al. saw increases in their Strouhal numbers by up to 40 

Fig. 7(a) Experimental streaklines at Re 
experimental array 

1060 for rows 1-4 of the 

Fig. 7(b) Contours of vorticity magnitude obtained from the numerical 
simulation plotted on a log scale at Re = 1018 

696 / Vol. 120, AUGUST 1998 Transactions of the ASME 

Downloaded 10 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



1.2 

0.8 

0.4 

0.0 

Re=246 numerical 
- - - Re=720 numerical 

Re=1465 numerical 
o Re=249 experimental 
o Re=717 experimental 
x Re=1465 experimental 

Fig. 8(a) 

j * ^ * ^ ^ c::;:;;;i^-
* 

' » '•. » 

» 

/...-• /...-• ••••••- Re=285 experimental 
Re=246 numerical 

/...-• 

, . . I . . . . I . . . 

0.5 1.0 

y* 

Fig. 8(b) 

1.5 2.0 

1.6 

1.2 

0.4 

0.0 

1.6 

1.2 

0.8 

0.4 

/ *.'. 

• -
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Fig. 8 Normalized local velocity results (a) at the fin leading edge for steady laminar, unsteady laminar, and turbulent flow cases with y = 0.0 at 
c and y + = 1.0 at d in Fig. 2. Typical error bars are shown in (a) only, (b, c, d) at the fin midpoint y* = 0.0 at e and y* = 1.5 at f in Fig. 2 for (b) 
steady laminar flow, (c) unsteady laminar flow, and (d) turbulent flow. 

percent. Second, the Strouhal number for an eight-row array 
may be different from that for an infinite array; Mochizuki and 
Yagi (1982) report that the Strouhal number can also vary with 
number of columns of plates for an offset plate array. Third, 
the two-dimensional limitation of the simulations may have 
contributed to the difference (see Zhang et al., 1997c). More 
importantly, the experimental Strouhal numbers are based on 
an approximation that the convective velocity of the vortices is 
equal to the average flow velocity. It has been reported in the 
literature that the convective velocity of the vortices can be as 
low as 80 percent of the mean velocity (Kiya and Sasaki, 1985). 
Use of this value would decrease the experimental Strouhal 
numbers to approximately 0.18, in closer agreement with the 
numerical simulations. 

Local velocity results were acquired for three different Reyn
olds numbers at x+ = 0 (the leading edge of the fin) and at x+ 

= 0.5 (the fin midpoint). Results were recorded for positions 
along the hatched lines in Fig. 2. Because of geometrical differ
ences, several interpretive measures were necessary to allow 
a meaningful comparison of the experimental and numerical 
findings. First, normalized velocities, ulU, were presented. The 
normalizing parameter, U, is the average velocity across the 
gap given by 

U = - I Si 
s Jo 

rdy (25) 

where it is the time-averaged magnitude of the velocity at a 
given position, and s is the lateral gap between two fins (see 
Fig. 1). Second, the position within the array was also normal
ized. Figure 8(a) shows measurements for the leading edge of 

the fin. Here y+ =0 .0 and y + = 1.0 correspond to points c and 
d on Fig. 2. Figures S(b-d) show measurements for the fin 
midpoint. Here y+ = 0.0 and y+ = 1.5 correspond to points e 
and / on Fig. 2. 

Figure 8(a) shows that at the fin leading edge, the boundary 
layer is very thin—the increase in velocity from y+ close to 0 
to approximately y+ = 0.5 is small. The small increase is due 
to residual effects of the wake of the upstream fin and distortion 
in the flow as it accelerates through the gap between neighboring 
fins. One can clearly see the low velocity in the wake down
stream of fin 1 beginning at v+ = 1.0. The numerical and 
experimental results show excellent agreement from y+ = 0.0 
to 1.0. In the wake the experimental velocities are slightly higher 
than the numerical predictions. This small difference notwith
standing, the experimental data and the numerical results clearly 
illustrate similar behavior. 

Figures 8(b-d) show the results for the fin midpoint. In 
Figs. S(b) and 8(c) , the boundary layer is evident by the large 
increase in velocity beginning at y+ = 0.0, and the velocity is 
smaller in the wake of the upstream fin (centered around y+ = 
1.5). The numerical predictions are in general agreement with 
the experimental results. However, at the highest Reynolds 
number an interesting discrepancy is evident (Fig. 8(d)) . The 
numerical results still show effects of the upstream fin wake 
while the experimental results do not. This disparity may be 
caused by a combination of effects. Zhang et al. (1997a) show 
that three-dimensionality can have a large effect on wake size 
at high Reynolds numbers. The wake is much stronger in the 
numerical simulation due to the two-dimensionality of the cal
culations which results in strong coherence and less mixing. In 
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reality, the wake size is much smaller (as in the experiments) 
because of enhanced mixing. Also, the slightly higher Reynolds 
number and the smaller fin pitch of the experiments would cause 
the flow to be more unsteady (see DeJong and Jacobi, 1997 
and Xi et al., 1991). This increased unsteadiness results in more 
mixing which would smooth the velocity gradients in the wake. 

Conclusion 

The flow, heat transfer, and pressure drop results presented 
here are intimately coupled. The local heat transfer behavior on 
each fin is directly affected by the instantaneous flow structures 
and velocity profiles, as is the average heat transfer and pressure 
drop. The use of both experimental data and the results of a 
two-dimensional, unsteady numerical simulation draws upon 
the strengths of both methods. Numerical studies are faster and 
can provide detailed information about flow and heat transfer 
while experiments, which can be used to verify simulations, 
expose the effects of the complex, realistic conditions. Unsteady 
numerical simulations can more easily simulate developed flow 
while experiments exhibit developing flow with entrance and 
exit effects. Through this complementary study we have re
vealed the local heat transfer behavior of fins in both steady 
laminar and turbulent flow. In steady laminar flow, heat transfer 
behavior is determined mainly by boundary layer growth while 
at higher Reynolds numbers, vortex shedding is also impor
tant. Local time-averaged velocity data reveal a complex flow 
behavior. 

Future work in this area should exploit the complementary 
nature of the experimental and numerical research by using 
identical geometries and boundary conditions. The unsteady 
laminar flow regime holds promise for a range of applications 
because high heat transfer rates can be attained with relatively 
low pressure drops. A deeper understanding of these complex 
flows can contribute to their effective exploitation in heat ex
changers. 
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Heat and Moisture Transfer in 
Energy Wheels During Sorption, 
Condensation, and Frosting 
Conditions 
A numerical model for coupled heat and moisture transfer with sorption, condensa
tion, and frosting in rotary energy exchangers is presented and validated with experi
mental data. The model is used to study condensation and frosting in energy wheels. 
Condensation/frosting increases with humidity and at some humidity level, water/ 
frost will continually accumulate in the wheel. The sensitivity of condensation and 
frosting to wheel speed and desiccant type are studied. The energy wheel performance 
is also presented during both sorption and saturation conditions for a desiccant 
coating with a Type I sorption isotherm (e.g., molecular sieve) and a linear sorption 
isotherm (e.g., silica gel). Simulation results show that the desiccant with a linear 
sorption curve is favorable for energy recovery because it has better performance 
characteristics and smaller amounts of condensation/frosting for extreme operating 
conditions. 

1 Introduction 

Rotary heat exchangers that transfer sensible energy have 
been used for many years in gas turbine plants to recover ther
mal energy from the exhaust gases, thereby increasing the over
all plant thermal efficiency (Harper and Rohsenow, 1953; Shah, 
1981). Similarly, in HVAC application, energy recovery from 
the exhaust air of buildings to condition the supply ventilation 
air is possible and has frequently been accomplished with plate, 
heat-pipe, run-around, and rotary air-to-air heat exchangers. The 
current trend in North America is to use energy (or enthalpy) 
wheels, which transfer both sensible and latent energy to reduce 
the energy needed to condition ventilation air for buildings as 
compared to sensible heat exchangers (Stiesch et al., 1995; 
Rengarajan et al., 1996). 

Rotary dehumidiflers can be compared with energy wheels 
because of their similar operation and function of transferring 
heat and moisture. Rotary dehumidiflers use an external heat 
source in conjunction with desiccant technology to remove 
moisture from the ventilation air in humid climates (Zheng and 
Worek, 1993). A collection of works by ASHRAE (1992), 
shows that the inclusion of desiccant dehumidiflers in HVAC 
systems for large and small office buildings and special applica
tions such as supermarkets, ice rinks, and storage rooms is 
effective in reducing cooling loads. The benefits include reduced 
capital and operating costs together with improved building 
performance. Even more benefits are possible if properly de
signed and operated rotary energy exchangers are integrated 
into HVAC systems. 

One problem that limits the practical application of energy 
wheels is condensation and frosting. Energy wheels are often 
selected and operated to avoid any condensation or frosting 
within the wheel. However, during hot and humid operating 
conditions, water may condense in the energy wheel, saturate 
the desiccant and finally run off. It is known that this type of 
uncontrolled condensation in energy wheels will damage the 
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desiccant coating. This will result in poorer performance of the 
energy wheel and in extreme cases it can ruin the energy wheel. 
A similar problem exists during cold weather operation where 
frost may build up in the energy wheel, restrict the air flow and 
reduce the effectiveness of the wheel. The frosting problem has 
been the subject of numerical and experimental studies for both 
hygroscopic and nonhygroscopic regenerators (Holmberg, 
1989, Leersum and Banks, 1977; Ruth et al., 1975). Heavy 
frosting in energy wheels will make a defrost cycle necessary 
and may even result in physical degradation of the desiccant 
by spalling. During defrost, the large amounts of water that run 
off the energy wheel may also remove the desiccant. Therefore, 
it is important to know under what operating conditions conden
sation and frosting occur in energy wheels and under what 
conditions condensation and frosting will alter the effectiveness 
and lead to uncontrolled accumulation. That is, small amounts 
of condensation and frosting may be a quasi-steady-state pro
cess but uncontrolled condensation and frosting needs to be 
avoided by some external control. 

In this paper, a numerical model developed by Simonson and 
Besant (1997a, b) that models energy wheels during adsorption 
and desorption processes is expanded to include condensation 
and frosting. The numerical algorithm used to solve the govern
ing equations during condensation and frosting is presented 
and a physically consistent method of numerically switching 
between sorption and saturation is given. The numerical model 
is used to show the transition from sorption to moderate conden
sation/frosting to uncontrolled condensation/frosting. The ef
fectiveness of the energy exchanger is also presented during 
these transitions. The effect of wheel speed and desiccant type 
on condensation/frosting and energy wheel performance are 
also presented. 

2 Numerical Model 

The numerical model used in this paper has been presented 
by Simonson et al. (1997) and validated for a wide range of 
operating conditions by Simonson et al. (1998a). Figure 1(a) 
shows a rotary energy wheel operating in a counter flow ar
rangement and Figs. 1(b) and (c) show the details of the flow 
tubes in the wheel and the coordinate system used in the model. 
The numerical model solves the simultaneous heat and moisture 
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where 

m' = hmp(pv - p„,„,), (6) 

and pwn is calculated from the inverse of the sorption isotherm. 
During saturation conditions the density of the water vapor is 
calculated with 

P 
Pv = Pv.M = —7 , (V) 

Kvlg 

where P„>sa, is the saturation vapor pressure which is a function 
only of temperature. 

The convective heat transfer coefficients are obtained from 
the literature (Shah and London, 1978) and the convective mass 
transfer coefficients are determined using the analogy between 
heat and mass transfer. Several thermodynamic and property 
relations are needed to complete the formulation and these can 
be found in Simonson and Besant (1997a) or Simonson et al. 
(1997). The effectiveness relations are given in Table 1 and 
differ slightly from those give in ASHRAE Standard 84-1991 
because they are the average of the supply and exhaust side 
effectivenesses. These relations give the lowest uncertainty in 
the effectiveness value (Johnson et al , 1998). It is noted that 
the properties of water and the latent heat of phase change are 
assumed constant regardless if the temperature is above or be
low 0°C. Simulation results show that these assumptions affect 
the predicted effectiveness of the energy wheel by less than 0.5 
percent. The energy of phase change during melting and freez
ing is neglected in this analysis because the heat of fusion is 
an order of magnitude lower than the heat of vaporization and 
the period or time for phase change to occur is small (1.5 s to 
6 s at wheel speeds of 20 rpm to 5 rpm). This will be discussed 
further in Section 3.2. 

The parameter 77, in the energy equations, is the fraction of 
the energy of phase change that is convected directly into the 

N o m e n c l a t u r e 

A •• = cross-sectional area of each tube P = pressure (Pa) p = density (kg/m3) 
(m2) P-= perimeter of each tube (m) a = volume fraction 

A,-- = total heat transfer surface area on R = specific gas constant (JV(kg-K)) ui = rotational speed (cycles/s) 
supply or exhaust side (m2) r • = radial coordinate (m) 

Subscripts C = constant Re : = Reynolds number Subscripts 

Cp = specific heat (J7(kg • K)) T-= bulk temperature (K) Al = aluminum 
Cr* •• = dimensionless matrix capacity t •• = time (s) a = air 

(MCpmu>/(mCpa)min) U-= mean air flow velocity in the tube d = desiccant 
Dh- = hydraulic diameter of one tube in (m/s) dry = dry properties 

the energy exchanger (mm) u •• = mass fraction of water in the desic- e = exhaust side 
H = total enthalpy per mass of dry air cant (kgw/kgrf) g = total gas phase (air and water 

(J/kg„ or kJ/kgJ uc • = critical moisture content of the vapor) 
h--= convective heat transfer coeffi desiccant (kg„,/kgrf) i = average inlet conditions 

cient (W/(m2-K)) w •-= humidity ratio (kg1(,/kgj m = matrix (including aluminum, 

Kr-= convective mass transfer coeffi Wm -= empirical coefficient used in the desiccant and moisture) 
cient (m/s) sorption isotherm describing the min = minimum 

hfg--= heat of vaporization (J/kg) maximum moisture capacity of the 0 = average outlet conditions 
k- = thermal conductivity (W/ desiccant (kgw/kgrf) s = supply side 

(m-K)) x = = axial coordinate (m) sat = saturation properties 
L- = length of the energy wheel (m) es = = sensible heat transfer effectiveness v = water vapor 

Le = = Lewis number £/ = = latent heat transfer (or moisture) w = liquid water or frost 
M- = total mass of the energy wheel effectiveness 

(kg) e , = = total energy (enthalpy) effective
m -= mass flow rate of dry air (kg„/s) ness 

m' -= rate of phase change per unit </> = = relative humidity 
length (kg/(s-m)) v-= fraction of the phase change en

Nu = = Nusselt number ergy that enters the air directly 
NTU = = number of transfer units ((1 / 

(mCpa)mi,)[(l/(hAs)s) + ( 1 / 
0--= rotational angle (deg) 

transfer in one tube as it rotates around the axis of the wheel. 
A typical operating condition would be warm-moist supply air 
transferring energy and moisture to the matrix and energy and 
moisture being transferred from the matrix to the exhaust air 
during the second half of the cycle. In this analysis, the matrix 
of the wheel is made up of 0.044 mm thick aluminum, coated 
on both sides with 0.043 mm of molecular sieve desiccant. The 
height of the sine wave duct in Fig. 1(b) is 1.74 mm and the 
wavelength is 4.35 mm. 

The governing equations for coupled heat and moisture trans
fer during adsorption and desorption processes in energy wheels 
are presented, discussed and simulated by Simonson and Besant 
(1997a, b): 

PgCPsAs ^ + UPeCPgAg ^ - rit'hftf + hp(Tg - Tm) = 0, 

(1) 

pmCpmA,„ —^ - m'hfg(\ - 77) - m'Cpw(Tg - Tm) 
dt 

hp(Tg-Tm)=yx(kMAM^), (2) 

A , ^ + ^-(PvUA,) + m'=0, (3) 
at ox 

~ + ^r (paU) = 0, and (4) 
at ox 

du 
rh' = pd,iTyAd-— , (5 ) 
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Fig. 1 Schematic of the energy wheel showing (a) the entire wheel, (b) 
the tube geometry cross section, and (c) a side view of one of the tubes 

air. For the properties of the wheel used in this paper, r\ is 
expected to be about 0.05 (Simonson and Besant, 1997a), but 
for simplicity 77 = 0 is chosen. For extreme operating conditions 
of 40°C and 90 percent R.H., the sensible effectiveness would 
be decreased by 3.8 percent and 2.6 percent if 17 = 0.05 was 
chosen for simulation of the energy wheel coated with a desic-
cant having linear and Type I sorption isotherms, respectively. 

The boundary conditions for the problem are the supply and 
exhaust inlet temperature, pressure and mass flow rate (see 
Tables 4 and 5). These allow the determination of the inlet 
boundary conditions for the dependent variables in the air 
stream (i.e., Tg, p„, and U). The ends of the matrix are assumed 
to be impermeable and adiabatic which provides the boundary 
conditions for Tm and u. For the initial conditions, the wheel is 
assumed to be in equilibrium with the warm humid air at time 
0. Initial conditions are not critical because the desired solution 
is typically the quasi-steady-state solution for an energy wheel 
rotating at constant speed with constant inlet conditions. 

2.1 Numerical Algorithm. The governing equations are 
discretized using an implicit finite volume method with a stag
gered grid (Patankar, 1980). Velocity is solved at the faces and 
all the remaining dependent variables and properties are solved 
at the nodes. The upwind differencing scheme is used for the 
air and the central differencing scheme is used for the matrix. 
The algebraic equations are solved using a Gauss-Seidel itera-

Journal of Heat Transfer 

tion technique with under relaxation and, to speed up conver
gence, the energy equation in the matrix (Eq. (2)) is solved 
using the Tridiagonal Matrix Algorithm (Patankar, 1980). 

The algorithm used during sorption conditions is not the same 
as the algorithm used during saturation conditions as can be 
seen in Table 2. Each grid point can be saturated or unsaturated, 
independent of the rest of the grid points in the solution domain. 
This allows some regions of the wheel to be under saturation 
conditions while other regions are under sorption conditions. 
The algorithm uses a fixed grid; therefore, the saturation and 
sorption zones will change by finite steps equal to the grid size. 
A converged solution (see step 5 in Table 2) is obtained when 
the average absolute change in any dependent variable is less 
than 0.01 percent between iterations. Quasi-steady state (see 
step 7 in Table 2) is defined as the time when (a) the cyclic 
energy or moisture storage in the matrix of the energy wheel 
over one revolution wheel is less than 0.2 percent and (b) the 
rate of change of effectiveness is less than 0.01 percent. 

2.2 Switching Between Saturation and Sorption. The 
algorithm used in the numerical model is different for saturation 
conditions than for sorption conditions. For this reason, it is 
important that the numerical switching between algorithms be 
stable and, of course, physically correct. As a first attempt, the 
algorithm was changed implicitly and updated in the current 
time step. Although this method is more physically accurate, it 
tended to result in numerical oscillation for a fine grid mesh 
and small time steps. Therefore, to increase numerical stability, 
the algorithm is changed explicitly as indicated in step 6 of 
Table 2. The change from implicit to explicit switching changed 
the simulated effectiveness of the energy wheel by less than 
0.5 percent. 

A numerical switch from the sorption algorithm to the satura
tion algorithm is clear because the calculated relative humidity 
will exceed 100 percent when this switch is to be made. How
ever, a numerical switch from the saturation algorithm to the 
sorption algorithm cannot be based on the air relative humidity 
falling below 100 percent because the saturation algorithm sets 
the air relative humidity to 100 percent. Therefore, the switch 
between algorithms is based on the phase-change rate (Simon
son et al., 1997). 

If moisture is being removed from the desiccant and the air 
flowing above the desiccant is saturated, the rate of evaporation 
phase change is such that the air relative humidity remains 100 
percent. If the evaporation rate reduces, the air relative humidity 
will fall below 100 percent and sorption conditions will result. 
Similarly, as the condensation rate increases, the relative humid
ity of the air will fall below 100 percent. These cases mark the 
transition from saturation to sorption and therefore the numeri
cal algorithm is changed from saturation to sorption when 

' ^ I saturation algorithm *^ "mP KPv Pv,m) > V o) 

where m' is positive for moisture accumulation (i.e., adsorp-
tion/condensation/ablimation) and rh' is negative for moisture 
removal (i.e., desorption/evaporation/sublimation). 

2.3 Numerical Validation. In this section, the effective
ness predicted by the numerical model is compared with that 
measured experimentally on a commercial energy wheel. The 

Table 1 Performance relations for energy wheels 

W = ^ H = Cpa(T - 273.15) + W(hfg + Cpv(T - 273.15) 
P" m,(Ts,-T,„) + me(Teo-Tei) 

e, = ; : '• — 
2mmia(T,j + Tej) 

_ "UW« - Wv) + me(We,„ - W„) 
2mmi„(W,,. - W„.,) 

= m,(//,,, - HSJ + rii£He,„ - HeJ) 
2rfimin(H„ - Hej) 
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Table 2 Algorithm used to solve the governing equations 

Sorption (4> < 100%) Common Saturation (0 = 100%) 

2 Solve the Tm p„, U, u, and Ts fields 
in order with Eqs. (2), (3), (4), (5), 
and (1), respectively. 

4 Update the rate of phase change (m'). 

1 Estimate the rate of phase change and the 
properties needed in the governing equations. 

3 Update properties. 

5 Return to step 2 and iterate until a converged 
solution is reached. 

6 Adjust, as necessary, the algorithm used in 
each grid for the next time-step. 

7 Increment time, return to step 2 and iterate 
until a quasi-steady solution is obtained. 

2 Solve the Tm, ih', U, u, and Tg fields 
in order with Eqs. (2), (3), (4), (5) 
and (1) respectively. 

4 Update the water vapor density (p„). 

properties of the molecular sieve coated energy wheel are given 
in Table 3 and were measured in our laboratory. Detailed valida
tion of the numerical model requires a wide range of accurate 
experimental tests and has been done by Simonson et al. (1998a, 
b) . However, comparison with a few experimental tests that 
include condensation and frosting conditions will show if the 
numerical model accurately models simultaneous heat and 
moisture transfer during sorption and saturation conditions. 

In the laboratory experiments, the wheel was divided into 
quadrants and the air flowed through opposite quadrants. This 
reduced the crossover leakage between the two air streams and 
also reduced the required flow rate of air and consequently the 
size of the heating and cooling equipment and fans. Four fans 
were used in the tests to keep the pressure at the wheel near 
atmospheric pressure and thus minimize the leakage between 
the air streams and between the air streams and the surround
ings. Leakage was measured by tracer gas tests to be usually 
less than two percent and always less than four percent of the 
flow rate for the complete range of flow rates. 

The test setup and measurements were based on ASHRAE 
Standard 84-1991 with slight modifications. These changes did 
not increase the uncertainty in the calculated effectivenesses 
(Simonson et al., 1998b; Ciepliski et al , 1998). Air flow rate 
measurements were done with orifice plates designed according 
to ISO Standard 5167-1 (1991) and humidity measurements 
were made with capacitance and resistance relative humidity 
sensors that were calibrated against a calibrated chilled mirror 
dew point sensor and aqueous salt solutions. Flow rate and 
humidity measurements had bias uncertainties of ±2 to ±5 
percent and ±2 percent R.H., respectively. Temperature mea
surements were performed with calibrated type T thermocouples 
which had a bias uncertainty of ±0.2°C. Experimental tests 
were run until steady state conditions were achieved and then 
more than 30 time-averaged data points were recorded to disk. 
During any test, the inlet temperatures, humidities, and flow 
rates varied by less than ±0.5CC, ±1 percent R.H., and ±0.5 
percent, respectively. 

The uncertainty of the measured effectiveness depends on 
the precision and bias errors of the sensors for flow, temperature, 
humidity, and barometric pressure and the difference between 
the supply and exhaust temperatures, humidity ratios, and en
thalpies. The uncertainty in the measured effectiveness was de
termined with the method outlined in ASME Standard PTC 
19.1-1985 using the 95 percent uncertainty limits with the added 
requirement that all the data must satisfy mass (dry air and water 

vapor) and energy balances within the experimental uncertainty 
limits as determined using the on-line data acquisition and anal
ysis system (Simonson et al., 1998b). 

To verify the numerical model, each of the three simulated 
effectivenesses are compared with measured effectivenesses 
and their associated 95 percent uncertainties for two rather ex
treme operating conditions in Fig. 2. During these test condi
tions, condensation and frosting are expected to occur in the 
energy wheel. The experimental and simulated results show the 
same trends and agree within the 95 percent uncertainty bounds. 

In the hot tests, water was observed running off the energy 
wheel after about three hours of testing. The numerical model 
predicts run-off after about eight hours if the moisture content 
in the desiccant remains uniform due to capillary and drag 
forces and the maximum moisture content before run-off is 1 
kg/kg. Axial movement of water in the desiccant is neglected 
in the model and excess moisture accumulation is predicted 
very near the supply inlet. Comparing the numerical and experi
mental results shows that capillary and drag forces may cause 
the condensed liquid moisture to move axially in the energy 
wheel. The excess moisture is likely distributed over about | of 
the energy wheel before water begins to run off the wheel with 
increasing amounts towards the end of the supply cycle (i.e., 
near 9 - 180 deg). In the cold tests, the numerical model 
predicts uncontrolled frosting with frost blockage rates of 0 to 
12 percent per hour depending on the flow rate. The method 
used to determine frost blockage rates is described in Section 
3.3. The blockage rate of the wheel was not measured in the 
experiments but seemed to be small because the flow rate was 
constant during the four hours of cold testing. These results 
also helps to confirm the numerical model. 

3 Numerical Results 
In this section, simulation results are presented for both hot 

and cold outdoor conditions using the whole wheel. During the 
hot and humid outdoor conditions, water is expected to run off 
the wheel and during the cold outdoor conditions frost is ex
pected to be accumulating in the wheel. The specific parameters 
of the energy wheel are given in Table 4 and the test conditions 
are given in Table 5. Uncontrolled condensation and frosting 
are unlikely for moderate outdoor temperatures of 30°C and 
— 10°C (Simonson et al., 1997) and therefore this paper concen
trates on more extreme outdoor temperatures of 40°C and 
-20°C. The mass flow rate of both supply and exhaust air is 

Table 3 Geometry of the energy wheel 

WHEEL 
speed = 20 rpm 
DESICCANT 
Gd = 0.69 

M = 13.5 kg 
Dh = 1.20 mm 
p = 350 kg/m3 

Wm = 0.13 

L = 0.102 m 
porosity = 82% 
Cp = 615 J/(kg-K) 
C = 40 

diameter = 0.92 m 
Nu = 2.39 (SX=d) 
mass fraction = 22% 
u = WmC<f>l(\ + C<t>) 
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Fig. 2(a) 

0.5 kg/s and standard atmospheric pressure (101 325 Pa) is 
used in all cases. Numerical results are presented for a desiccant 
with a Type I sorption isotherm (e.g., a molecular sieve desic
cant) and a linear sorption isotherm (e.g., a silica gel desiccant). 
The accuracy of each calculated effectiveness is expected to be 
better than 0.5 percent because a grid size of 0.001 m and a 
time-step of 0.01 seconds are used in the simulations (Simonson 
andBesant, 1997a). 

3.1 Onset of Saturation Conditions. It is important to 
know when the air in the energy wheel becomes saturated be
cause at this time there is a risk of excessive moisture build up 
and degradation of the desiccant coating. The latent effective
ness can be used to determine when saturation conditions occur 
in the wheel (Simonson et al., 1997). Simonson et al. (1997) 
show that as the inlet relative humidity increases, e, decreases 
until saturation conditions occur. At this point, e, increases with 
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Fig. 2 Comparison of simulated and measured effectivenesses for inlet 
conditions of (a) 26°C and 40 percent R.H. and 20°C and 50 percent 
R.H. and [b) 40"C and 86 percent R.H. and 22C and 15 percent R.H. with 
balanced flow rates. (Error bars indicate the 95 percent uncertainty in 
measured data.) 

increasing relative humidity. Two factors result in et being 
higher during saturation conditions than during sorption condi
tions. First, the moisture storage capacity of the desiccant is not 
limited by the sorption curve during saturation conditions and, 
secondly, the rate of moisture transfer during saturation condi
tions is controlled by the mass flow rate of water vapor and the 
axial gradient of temperature (i.e., Eqs. (3) and (7)) not the 
radial diffusive moisture transport Eq. (6). Figure 3 shows 
the latent effectiveness as a function of relative humidity for 
desiccants with Type I and linear sorption isotherms at different 
wheel speeds. 

The results in Fig. 3 show that saturation conditions exist at 
lower relative humidities for a Type I isotherm than for a linear 
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Table 4 Parameters used in the simulations 

WHEEL 
ui = 1 to 20 rpra 
Nu = 2.48* 
NTU = 3.4 
DESICCANT 
ad = 0.66 

M = 10.8 kg 
Dh = 1.5 mm 
Le = 1 
Cr* = 6.0 @ 20 rpm 
pd = 350 kg/m3 

Wm = 0.2 

L = 0.1 m 
ReD„ = 152 
/j = 43.5 W/(m2-K)* 
U = 1.3 to 1.7 m/s 
Cp«, = 615 J/(kg-K) 
C = 0.01 or 1.0 

diameter = 0.9 m 
porosity = 85% 
h„ = 0.036 m/s* 
m = 0.5 kg/s 
mass fraction = 20% 
u = Wm/(1 - C + CAM 

* fully developed. 

isotherm. In the hot tests, saturation conditions begin for a Type 
I isotherm at supply inlet relative humidities of 60 percent to 
65 percent, whereas saturation conditions exist only at extreme 
relative humidities of 95 percent to 100 percent for a linear 
isotherm. In the cold test, saturation conditions occur at 4>ej = 
25 percent to 30 percent for a Type I isotherm, but do not occur 
until 4>ej = 35 percent to 40 percent for the linear sorption 
curve. These results show that saturation conditions are delayed 
when a desiccant with a linear sorption curve is used in place 
of a desiccant with a Type I sorption curve. This indicates that 
an energy wheel that is coated with silica gel will withstand 
more extreme operating conditions than a wheel that is coated 
with a molecular sieve desiccant. 

Figure 3 illustrates the effect of the sorption curve on the 
latent energy transfer of the energy wheel. The latent effective
ness of a wheel coated with a linear sorption curve (e.g., silica 
gel) is significantly greater and less sensitive to the inlet relative 
humidity than one coated with a Type I sorption curve. It is 
possible that the effectiveness of the energy wheel coated with 
a Type I sorption curve could be increased to that with a linear 
sorption curve if the wheel speed was increased or the amount 

of desiccant coating was increased (Klein et al„ 1990). How
ever, for comparable wheel configurations and mass fraction of 
desiccant, the desiccant with a linear sorption curve is a prefera
ble design selection for increased moisture transfer. 

The latent effectiveness of the molecular sieve coated energy 
wheel decreases as the humidity increases during sorption con
ditions because the amount of moisture that must be stored in 
the matrix increases more rapidly with humidity than does the 
moisture storage capacity of the matrix for the Type I sorption 
curve. However, the latent effectiveness of the silica gel coated 
energy wheel remains constant with humidity during sorption 
conditions because the both the amount of moisture that must 
be stored in the matrix and the moisture storage capacity of the 
matrix increase linearly with inlet relative humidity for a linear 
sorption curve. 

The effect of wheel speed is also evident in Fig. 3. Decreasing 
the wheel speed decreases the latent effectiveness, but only has 
a small effect on the onset of saturation conditions. 

In Fig. 4 the inlet conditions where saturation conditions 
begin are presented on the psychrometric chart to emphasize 

T-0.05 
Table 5 Test conditions used in the simulations 
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Fig. 3 Latent effectiveness as a function of the inlet relative humidity 
for (a) hot (40°C) and (o) cold (-20°C) test conditions 
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Fig. 4 Supply and exhaust inlet conditions for the (a)40°C and (fa) - 2 0 C 
tests showing when saturation conditions begin 
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Fig. 5 Moisture content profiles in the Type I desiccant coating during 
(a) supply air flow (40°C and 80 percent R.H.) and (b) exhaust air flow 
(24 C and 50 percent R.H.) through the wheel 

the fact that a desiccant with a linear sorption curve can be 
exposed to higher humidity conditions before saturation condi
tions begin. All inlet humidities above the lines in Fig. 4 will 
result in condensation and/or frosting in the wheel while those 
below will result in only sorption processes, indicating that the 
wheel will remain dry. Figure 4 shows that, in most cases, 
saturation conditions can be expected to begin when a straight 
line joining the inlet conditions touches the saturation line 
(Holmberg, 1989; Klein et al., 1990). The only exception to 
this rule is in the hot tests when the wheel is coated with a 
Type I isotherm. In this case, saturation conditions begin well 
before the straight line connecting the inlet conditions touches 
the saturation line. 

3.2 Location of Condensation/Frosting. The location of 
condensation within the energy wheel coated with a Type I 
desiccant can be seen in Fig. 5 for supply air conditions of 40°C 
and 80 percent R.H. and several wheel rotational angles. 

The results in Fig. 5 are for a wheel speed of 20 rpm and 
show that saturation and sorption conditions can coexist in the 
wheel. Phase change is due to adsorption at a rotational angle 
(6) of 0 deg which is when the tube has just left the cool dry 
exhaust side and enters the warm moist supply side. At this 
point, the moisture content of the wheel is the lowest. As the 
wheel rotates, the moisture content of the desiccant increases 
and the relative humidity of the air increases. At a rotational 
angle of 45 deg, a large part of the wheel experiences condensa
tion. The size of the condensation zone increases slightly as the 
wheel rotates but the moisture content of the desiccant increases 
significantly with angle up to 180 deg. At an angle of 180 deg, 
the condensation zone occupies 80 percent of the energy wheel. 
Figure 5(b) shows the removal of moisture by the cool and dry 

exhaust air as the wheel rotates from 180 deg to 360 deg. Here 
the transition from saturation to sorption conditions occurs later 
in the cycle than the transition from sorption to saturation oc
curred during the hot and humid supply air flow. It can be seen 
that condensation conditions are present for a longer time (over 
4 of the supply flow period) than evaporation conditions (less 
than 5 of the exhaust flow period). The phase-change mecha
nism is clearly changing from adsorption to condensation then 
to evaporation and finally to desorption conditions during one 
cycle of the wheel, yet there is no uncontrolled condensation. 
The moisture that is accumulated on the supply side is removed 
on the exhaust side in a quasi-steady cyclic process. 

Figure 6 shows the location of frosting for the cold test condi
tions when the indoor relative humidity is 35 percent, the desic
cant has a Type I sorption isotherm and the wheel speed is 20 
rpm. Here the moisture content profile does not change as much 
during one revolution as in the hot tests. The temperature pro
files in the matrix are also included in Fig. 6 to show where 
condensation, frosting, melting, and freezing are expected to 
occur. 

The zone of melting and freezing is sketched in Fig. 6 as a 
wavy line because the size of this zone is not exactly known. 
The size of this zone will depend on the amount of subcooling/ 
superheating that is needed to freeze/melt the water in the 
matrix. If ±3°C are required, there will be no freezing and 
melting zone. In frost studies, it has been observed that small 
droplets of liquid water require up to 15 s of subcooling at 
temperatures of — 10°C to — 15°C before freezing occurs (Tao 
et al., 1993a). Also, Simonson et al. (1996) have reported 
significant subcooling of water during the cycling of moist fi
berglass insulation between -20°C and +2°C. Therefore, the 
amount of water that freezes and melts during the 3 s period 
of the energy wheel is likely very small. At steady state, the 
wheel will have a zone of frozen water, a zone of liquid water 
and a very small zone that periodically changes phase between 
liquid and solid. For this reason, the latent heat of fusion (which 
is an order of magnitude smaller than the heat of vaporization) 
has been neglected in the energy equation for the matrix (Eq. 
(2)) . 

From Fig. 6 it can be seen that the majority of the moisture 
accumulation in the wheel is in the form of frost. The zone 
where significant frosting occurs makes up about 25 percent of 
the flow length of the energy wheel. 

3.3 Uncontrolled Condensation/Frosting. Uncontrolled 
saturation exists when more moisture accumulates in the wheel 
from the warm-moist air than is removed by the cool-dry air. 
To study uncontrolled condensation and frosting, the net accu
mulation in the wheel at the end of the simulation is extrapolated 
for one hour to see how much moisture is accumulating in the 
wheel in the hot tests (Fig. 7 (a ) ) . The rate at which frost 
growth reduces the flow area for the cold tests can also be 
estimated from the model. The growth of frost is not included 
intrinsically in the model because the flow area of each tube is 
assumed to be constant. However, based on an average low-
density frost (100 kg/m3 - Tao et al., 1993b) and from moisture 
content profiles which show that the frost accumulates in about 
25 percent of the tube (Fig. 6), the average blockage rate of 
the wheel can be predicted from the simulation results and is 
presented in Fig. 1(b). It should be noted that when there is a 
net accumulation of moisture in the wheel over time, the quasi-
steady conditions stated in Section 2.1 cannot be met. In this 
case, the simulation was stopped when the typical quasi-steady 
time for similar test conditions was exceeded. When the quasi-
steady conditions are satisfied, the net accumulation in the wheel 
can be assumed negligible. 

The results in Fig. 7 show that reducing the wheel speed, 
significantly reduces uncontrolled condensation and frosting 
which is expected from the literature (Stiesch et al, 1995 and 
Holmberg, 1989). Lower wheel speeds are required to prevent 
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Fig. 6 Moisture content and matrix temperature profiles in the disiccant for supply conditions of 
-20°C and 35 percent R.H. and exhaust conditions of 24C and 50 percent R.H. 

uncontrolled frosting because the sensible effectiveness is 
higher in the cold tests than in the hot tests for the same wheel 
speed as shown in Fig. 8. The difference between a linear and 
Type I sorption isotherm is not as significant in the hot tests as 
in the cold tests. Figure 1(b) shows that an energy wheel, 
coated with a desiccant with a linear sorption curve (e.g., silica 
gel), has less frosting than the one coated with a Type I desic
cant (e.g., molecular sieve). 

In the hot test, the relative humidity of the supply air must 
be very high (greater than 95 percent) before water begins to 
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Fig. 7 Change in the average moisture content of the disiccant per hour 
during (a) the hot tests (40°C) and the estimated blockage rate of the 
wheel due to frost growth during (b) the cold tests (-20°C) 

accumulate in the wheel over time. Because desiccants have 
large moisture retention capacities (i.e., 1 kg/kg), it may take 
up to an hour of extreme operating conditions before water 
begins to run off the energy wheel. This implies that short-term 
exposure to high relative humidities, as during a rain storm, 
may not affect an energy wheel adversely. The large moisture 
accumulation shown in Fig. 7(a) for humidities greater than 95 
percent would likely result in damage to the desiccant coating; 
however, these extreme operating conditions are almost never 
encountered in practice. 

The cold tests, on the other hand, show that the moisture 
content can continuously increase for relatively moderate indoor 

70% 

60% 

50% 

tS 40% 

30% 

20% 

10% 

- ; = * 

-coldtest (20% R.H.) 

-cold test (40% R.H.) 

•hotKst(70%R.H.) 

• hot test (90% R.H.) 

- | 1 ( _ 

5 10 15 
wheel speed (rpm) 

Fig. 8(a) 

wheel speed (rpm) 

Fig. 8(b) 

Fig. 8 Sensible effectiveness versus wheel speed for (a) Type I and (b) 
linear desiccants 
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Fig. 9 Total effectiveness for supply temperatures of (a) 40°C and (b) 
-20°C 

relative humidities. Blockage of the wheel occurs for wheel 
speeds of 5 to 20 rpm when the exhaust relative humidity is 
greater than 30 percent and 35 percent for the Type I and linear 
desiccant coatings, respectively. For a wheel speed of 1 rpm, 
no blockage is predicted even when the indoor relative humidity 
is 50 percent. When indoor conditions are 24°C and 40 percent 
R.H. and the wheel speed is 5 to 20 rpm, the blockage rate is 
60 percent per hour when the coating is a Type I desiccant and 
20 percent per hour when the coating is a linear desiccant. These 
results show that the energy wheel could be completely blocked 
with frost and require a defrost cycle after only a few hours of 
operation. 

Figure 8 shows that the sensible effectiveness of the energy 
wheel decreases with increasing humidity and decreasing wheel 
speed. The calculated sensible effectivenesses for the cold tests 
conditions with a wheel speed of 1 rpm are comparable to those 
in the hot tests with a wheel speed of 5 rpm. This explains why 
the wheel speed needs to be reduced to 1 rpm or less in the 
cold tests to prevent uncontrolled frosting, while a wheel speed 
of 5 rpm prevents uncontrolled condensation in the hot tests. 
The sensible effectiveness decreases with increasing humidity 
because of the coupling between heat and moisture transfer. 

3.4 Energy Wheel Performance. The physical phenom
ena of adsorption and desorption are different from condensa
tion and evaporation (ablimation and sublimation below 0CC) 
which means that the performance of energy wheels may depend 
on the mode of phase change moisture transfer and the type of 
desiccant. To study this effect, Fig. 9 contains the predicted 
total effectiveness at different inlet humidities with different 
desiccants for the hot and cold tests. 

The total effectiveness values in Fig. 9 are consistently higher 
for the linear isotherm than for the Type I isotherm. This shows 
that a desiccant with a linear sorption curve is preferable to a 
desiccant with an extreme Type I sorption curve. The total 
effectiveness of an energy wheel that is coated with a linear 
desiccant is less sensitive to the inlet relative humidity than the 
total effectiveness of an energy wheel that is coated with a Type 
I desiccant. 

The effectiveness values presented in this paper (Figs. 2, 3, 
8, and 9) show that effectiveness depends on the humidity and 
temperature of the energy wheel. This shows that the dimen-
sionless groups that govern the heat and moisture transfer in 
energy wheels depend on the operating temperature and humid
ity as well as the wheel design (Simonson, 1998). There are 
no simple correlations in the literature that will predict energy 
wheel performance during condensation and frosting conditions. 
This could be an area of future studies. 

4 Summary and Conclusions 

In this paper, a one-dimensional and transient numerical 
model that predicts heat and sorption moisture transfer within 
desiccant coated rotary energy exchangers has been expanded 
to include condensation and frosting. The numerical algorithm 
that is used during sorption processes is necessarily different 
than the one used during saturation conditions. Numerical 
switching between these two algorithms must be physically 
correct and stable. The numerical algorithm is changed from 
sorption to saturation when the air relative humidity exceeds 
100 percent and the algorithm is changed from saturation to 
sorption when the rate of phase change calculated from the 
saturation algorithm is less than that which would occur by 
molecular diffusion (Eq. (8)) . Numerical stability is achieved 
by switching between algorithms in an explicit manner. Com
parisons between experimental and numerical results show good 
agreement during condensation and frosting conditions. 

The numerical results in this paper show that the onset of 
saturation conditions can be determined when a line connecting 
the inlet conditions on the psychrometric chart touches that 
saturation line. However, for an energy wheel that is coated 
with a desiccant that has a Type I sorption isotherm and exposed 
to hot and humid test conditions, saturation begins well before 
the straight line intersects the saturation line. Simulation results 
show that the adverse effects of uncontrolled condensation are 
expected to be minimal in hot climates, but frosting within 
energy wheels is expected to be very important in cold climates. 
Furthermore, because subcooling of water droplets may occur, 
experimental investigations of frosting within energy wheels 
should be done to complement these theoretical predictions of 
when uncontrolled frosting may occur. 

Reducing the wheel speed reduces uncontrolled condensation 
and frosting. For the test conditions in this paper, uncontrolled 
condensation can be stopped by reducing the wheel speed to 5 
rpm, while lower wheel speeds (1 rpm) were needed to prevent 
frosting. 

A desiccant with a linear sorption curve (e.g., silica gel) 
appears to be more favorable for energy exchange applications 
than a desiccant with a Type I sorption curve (e.g., molecular 
sieve) because the linear sorption curve desiccant has better 
performance characteristics and smaller amounts of condensa
tion/frosting. It is therefore expected that an energy wheel that 
is coated with a silica gel desiccant will operate better during 
more extreme operating conditions than an energy wheel that 
is coated with a molecular sieve desiccant. 
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Heat Transfer-Friction 
Characteristic Comparison in 
Rectangular Ducts With Slit and 
Solid Ribs Mounted on One Wall 
A comparison of fully developed heat transfer and friction characteristics has been 
made in rectangular ducts with one wall roughened by slit and solid ribs. The effects 
of rib void fraction and flow Reynolds number are examined. The rib height-to-duct 
hydraulic diameter and pitch-to-height ratios are fixed at H/De = 0.167 and Pj/H 
= 10, respectively. To understand the mechanisms of the heat transfer enhancement, 
smoke-wire flow visualization and measurements of mean velocity and turbulence 
intensity are conducted in the slit and solid-ribbed ducts. In addition, by separately 
measuring the floor and rib heat transfer, two contributive factors of heat transfer 
promotion, namely, the fin effect and the enhanced turbulence effect, have been 
isolated. Because of the greater turbulence-mixing effects the slit-ribbed geometry 
displays higher floor heat transfer than the solid-ribbed geometry. In addition, the 
fin effects for the slit rib are greater than that for the solid rib. The pressure drop 
across the slit ribs is lower than that across the solid ribs due to less duct blockage. 
Furthermore, slit ribs with larger void fractions in a lower flow Reynolds number 
range provide better thermal performance under a constant friction power constraint. 

Introduction 
The application of rib-type turbulators on the surfaces of 

high heat flux devices has attracted much attention for their 
significant enhancement in heat transfer (Webb, 1994). The 
use of solid ribs has been explored for applications such as gas-
cooled nuclear reactors, electronic cooling devices, and heat 
exchangers. It is well known that the ribs can break up the 
viscous sublayer of the flow and more and promote local wall 
turbulence that, in turn, increases the heat transfer from the rib 
and the smooth surfaces. In addition, a thermally conductive 
rib attached to the heated wall provides a greater surface area 
for heat transfer over that of a ribless wall. Geometric parame
ters such as the duct aspect ratio, duct shape, duct blockage 
ratio (or rib height), rib angle-of-attack, rib shape, rib aspect 
ratio, and relative arrangement of the ribs (in-line, staggered, 
criss-cross, etc.) affect pronouncedly on both local and overall 
heat transfer coefficients by enhancing turbulence and/or add
ing heat transfer surface area. Some of these effects have been 
studied by several investigators such as Burggraf (1970), Webb 
et al. (1971), Han and his co-workers (Han et al , 1978, 1985; 
Han, 1988; Chandra and Han, 1989; Zhang et al., 1994), Met-
zger and Vedula (1987), Chyu and Wu (1989), Taslim and 
his co-workers (Taslim et al., 1991; Taslim and Wadsworth, 
1994), Liou and Hwang (1992, 1993), and Archrya and his 
co-workers (Myrum et al , 1992; Archrya et al., 1993). The 
majority of these studies measure the overall heat transfer of 
the combination of ribs and the area between them. Some mea
sure the heat transfer on the surfaces between the ribs (i.e., 
excluding rib heat transfer, which is referred to "floor heat 
transfer" in the following discussion). The heat transfer of the 
ribs themselves, however, has not been widely investigated. 
Note that the heat transfer measurements based on the mass 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
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ate Technical Editor: J.-C. Han. 

transfer technique (e.g., naphthalene sublimation by Molki and 
Mostoufizadeh, 1989, and Chandra and Han, 1989) usually em
ploy metallic ribs without a naphthalene coating mounted on 
the mass transfer surfaces. The ribs serve as turbulence promot
ers. The contribution of the additional rib surface area to the 
heat transfer enhancement is therefore not considered. In heat 
transfer experiments (e.g., Han, 1988; Hwang and Liou, 1994), 
the metallic ribs attached to the heat transfer surfaces are ther
mally active. Consequently, the heat transfer augmentation of 
the ribbed wall comes not only from the enhanced turbulence 
but also from the increased heat transfer area. The heat/mass 
transfer coefficients obtained using these two methods should 
be, to a certain extent, different. However, the technical litera
ture contains little information about the distinction of the re
sults obtained from the different boundary conditions of the 
ribbed wall. 

The objective of this experimental study is to examine the 
heat transfer and friction characteristics in rectangular ducts 
with one wall roughened by slit or solid ribs. Slit ribs are of 
great interest since they cause substantially lower drag at the 
same rib height than do solid ribs and still provide greater heat 
transfer than a smooth-walled duct (Hwang and Liou, 1997). 
In addition, the different mechanism of heat transfer augmen
tation as compared to conventional solid ribs is of fundamental 
interest. Several issues are addressed by this study. First, experi
ments are conducted to examine the extent of heat transfer 
augmentation due to the enhanced turbulence and due to the 
extension in surface area for heat transfer on the ribbed walls, 
respectively. To achieve this, a test matrix is designed to mea
sure the floor and rib heat transfer separately and simultane
ously. In this way, the two factors that contribute to the promo
tion of the heat transfer become distinguishable. In the floor 
portion, the heat transfer augmentation should be attributed 
solely to turbulence-transport mechanisms, while the enhance
ment of heat transfer from the ribs themselves reflects the effects 
of the extension of the surface area (i.e., fin effect). Second, 
the effects of the rib void fraction and flow Reynolds number 
on the rib, floor, and overall heat transfer coefficients are also 
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Fig. 1 Schematic drawing of flow system and instrumentation 

examined. Third, the local drag coefficient and the friction factor 
across the fully developed slit and solid-rib-duct flows are mea
sured, and compared thereafter. Finally, using the overall heat 
transfer and friction data, pumping power performance compari
son is made between solid and slit-ribbed ducts. 

To confirm the heat transfer enhancement mechanisms men
tioned above, the streamwise mean and fluctuating-velocity dis
tributions in both solid and slit-ribbed ducts are measured and 
the structures of the flow over the slit and solid-ribbed walls 
are further visualized. 

Description of Experiment 

Experimental Apparatus. A horizontal low-speed wind 
tunnel operated in a suction mode is used, as shown schemati
cally in Fig. 1. Air is drawn into the settling chamber from a 
temperature controlled laboratory room. This air flows into the 
bell-shaped duct entrance, through the unheated roughened duct, 
heated test section, flow straightener, flow meter, and is then 
exhausted by a 3 hp blower. The test duct is 1500 mm long 
with an aspect ratio of 2:1 (60 mm by 120 mm for YZ plane). 
The hydraulic (equivalent) diameter (L\) of the test duct is 80 
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Fig. 2 Sketch of configurations of test section and slit rib 

mm. As given in Fig. 2, the lower horizontal wall of the test 
section is heated and the remaining three duct walls (commer
cial plexiglas plates) are thermally insulated. Upstream of the 
test duct is an unheated roughened entrance section made of 
plexiglas with the same cross section and length as the test 
channel. This unheated duct provides a hydrodynamically fully 

Nomenclature 

Arib = total heat transfer surface area of 
rib, i.e., the rib wetted area 

Aflool = area of the duct wall between two 
ribs, i.e., W X (P, - t) 

AR = duct aspect ratio, W/B 
B = duct height 

CD = drag coefficient, Eq. (4) 
Cf = Fanny friction factor, Eq. (5) 
cp = specific heat at constant pressure 

De = duct hydraulic diameter without 
elements, 2fi/(l + B/W) 

e = slit height, Fig. 2 
Gr = Grashof number 
H — rib height 
h = heat transfer coefficient based on 

total (wetted) heat transfer area 
kf = air thermal conductivity based on 

film temperature (7}) 
AL = duct length for fully developed 

pressure drop 
m = mass flow rate 
n = number of slits in a fence 
N = index of rib number from the 

heated test section entrance 
Nu = average rib or floor Nusselt num-

ber, h • Delkf 

Nu., = fully developed Nusselt number 
for the smooth duct 

Nu, = overall Nusselt number for the 
ribbed wall 

P = pressure 
Pi = rib pitch 
Pr = Prandtl number 

AP = fully developed pressure drop 
across the duct length AL 

qdb = net convective heat from rib sur
faces to coolant (dissipated by rib 
heater) 

<2fioor = net convective heat from duct wall 
between ribs to coolant (dissi
pated by floor heater) 

qp = electrical power dissipated by the 
foil heater 

qi = total heat losses from the test sec
tion 

Re = Reynolds number, Ub-DJv 
Tb = average air bulk mean tempera

ture over a rib pitchy 
Tf = film temperature, (Tw + Tb)/2 
T^ = air temperature at the inlet of the 

heated test section 
Tw = average wall temperature of the 

rib or the floor 

t = rib width 
U = local (streamwise) mean velocity 

of air 
Uh = bulk mean velocity of air in the 

smooth duct 
u = local (streamwise) fluctuating ve

locity 
W = duct width or rib length, Fig. 2 
w = slit width 
X = axial coordinate (X = 0 at heated 

test section inlet reference, Fig. 2) 
XN = axial coordinate (XN = 0 at rib front 

edge) 
Y = transverse coordinate, Fig. 2 
Z = spanwise coordinate, Fig. 2 

Greek Symbols 
P = void fraction of the slit rib 
p = air density 
v = kinematic viscosity of the air 

Subscripts 
b = bulk mean 
/ = loss 
s = smooth 
t = total 

w = wall 
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developed (i.e., streamwise periodic) condition at the entrance 
of the heated test channel. The heat transfer surface, as shown 
schematically in Fig. 2(a), is constructed using 11 copper seg
ments (120 mm by 125 mm by 3 mm) and 11 copper ribs (120 
mm by 8 mm by 13.3 mm). They are fabricated onto a bakelite 
board (30 mm thick). Stainless-steel foil heaters, 0.018 mm 
thick are placed beneath each copper plate and rib. Each heater 
is connected directly to a d-c power supply to provide controlla
ble wall heat flux. The surfaces of the copper plates and ribs 
are highly polished to minimize emissivity, hence radiative 
losses. In addition, to minimize the conductive heat losses, the 
backside surface of the Bakelite board is insulated using a 10-
mm thick section of balsa wood with a 2-mm thick clearance 
(air gap) between them. The copper rib associated with the 
attached heater is mounted onto the wood strip (Fig. 2). The 
copper segments are spaced to ensure that no axial conduction 
occurs between them. Note that the ribs and the floors are heated 
individually by their own heaters. As shown in Fig. 2(b), a total 
of nine slits is perforated through each copper rib to facilitate the 
required void fraction (or open-area ratio). The rib void fraction 
is defined as /5 = (n-we)l(W-H), where n is the number 
slits distributed on the rib, w, the width of each slit, e, the 
height of each slit, W, the rib length, and H, the rib height. 
Detailed rib configurations and associated geometric parameters 
are listed in Table 1. 

Forty-eight copper-constantan thermocouples are situated be
tween X/De= 10-15 (across three rib pitches) for wall surface 
temperature measurements. As shown sketchily in Fig. 2, the 
floor and rib surfaces are instrumented with nine and seven 
thermocouples, respectively. The junction-beads (about 0.15 
mm) of the thermocouples are carefully embedded into the walls 
and then ground flat to ensure that they are flush with the 
surfaces. In addition, a thermocouple probe and a thermocouple 
rake are placed at the test duct inlet and exit, respectively, for 
airflow temperature measurements. The temperature signals are 
transferred to a hybrid recorder (YOKOGAWA, DA 100), and 
subsequently sent to a Pentium computer via a multi-I/O inter
face. Preprocessing of the raw data is done with a built-in BA
SIC program where the nondimensional parameters are calcu
lated. For the fluid-flow and static-pressure measurements, the 
bottom heated plate is replaced by a plexiglas plate. These 
experiments are carried out under unheated conditions. A hot
wire anemometer (DISA-56) with a normal single probe (I-
type, 5 /am in diameter, 1 mm in length) is employed to measure 
the distributions of velocity and turbulence intensity. The probe 
is mounted on a motor-driven linear translation stage (Klinger 
UT-100, 10 yum in resolution), and inserted from the bottom 
plate to traverse across the section to any desired location in 
the flow. A total of 12 pressure taps are installed in the region 
10 S XI De § 13 along the spanwise centerline of the bottom 
plexiglas plate for local static wall pressure measurements. To 
reduce the possibility of spatial error, an additional pressure tap 
is positioned at XIDe = 17 for fully developed friction factor 
measurements. Each tap is connected to a microdifferential 
transducer with accuracy up to 0.03 mm of water to amplify 
the pressure signals, which are subsequently transferred to a 
digital readout. 

The parameters investigated include the Reynolds number 
(based on the duct hydraulic diameter and the ribless duct 
through-flow mean velocity), 8000 S Re S 58,000, and the 
rib void fractions, /3 = 19, 32, and 48 percent. The lowest void 
fraction selected here is to assure that the rib is permeable 
(Hwang and Liou, 1997), while the highest void fraction is 
limited by the machinability of the rib slit. The rib height-to-
duct hydraulic diameter ratio and the rib spacing-to-height ratio 
are fixed at HIDe = 0.167, and P,/H = 10, respectively. In all 
the experiments performed, the maximum buoyancy parameter, 
Gr/Re2 is below 0.02, suggesting that the flow and heat transfer 
are forced convection dominated. 

Experimental Procedure and Data Reduction. 

Heating Procedure. Since the ribs and floors are heated by 
their own heaters individually, three categories of average heat 
transfer coefficients could be determined during the measure
ment period, i.e., floor, rib, and overall heat transfer coefficients. 
Initially, each floor is heated with a fixed wall heat flux while 
the ribs keep adiabatic (i.e., without heating). The average 
floor heat transfer coefficient under adiabatic rib conditions is 
therefore obtained from and the measured average floor temper
ature and the known wall heat flux. Then, the ribs are heating 
while the floor wall heat flux remains essentially unaltered. Note 
that the heat flux supplied by the rib heater is adjusted until the 
rib and the nearby floor have the same average wall temperature. 
In general, the rib heat flux is always larger than the floor 
heat flux for satisfying the constant wall temperature boundary 
conditions. Such a heating process is required for the following 
reasons. First, local thermal equilibrium warrants that there be 
no axial conduction along the flow direction and subsequently 
ensures that the heat supplied by the floor heater and the rib 
heater (subtracting heat loss) is exactly convected from their 
own exposed surfaces. Second, during the heating procedure, 
the rib thermal boundary conditions are controlled either iso-
thermally or adiabatically. The floor heat transfer coefficients 
under these two rib thermal boundaries are measured and com
pared. 

Heat Transfer Coefficients. The fully developed average 
heat transfer coefficient for the floor portion, either with ther
mally active ribs or with adiabatic ribs, is determined by the 
ratio of floor heat flux to the difference between the floor and 
air bulk mean temperature, i.e., 

h = qnaaJ[An™'(Tw - Tb)] 

= ( ? p - 9 / ) / [ A f l o o r - ( f „ - f 6 ) ] (1) 

where gfloor represents the net heat transfer rate from the floor 
to coolant, and is calculated by subtracting the total heat loss 
from the electrical power dissipated by the floor heater (qp — 
q,). The electrical power generated from the floor foil heater is 
determined from the measured heater resistance and the current 
through the foil heater on each surface. Measuring the voltage 
drop across each foil heater can also check it. The total heat 
loss includes the conductive heat loss from the backside of the 
heated plate and the vertical adiabatic plates to the environment, 
and the radiative heat loss from the ribbed surface to its sur
roundings. By using one-dimensional conduction analysis, the 
first two are less than nine and six percent, respectively, of the 
total electrical power input for the range of Reynolds numbers 
tested. The last is less than 0.8 percent of the total electrical 
power input evaluated by a diffuse gray-surface network (Siegel 
and Howell, 1981). Tw is an average of the nine thermocouple 
readings on a single heated segment. In a typical run, the maxi
mum variation for these nine wall temperatures is within 4°C. 
The local bulk mean air temperature, Th is determined by mea
suring the bulk mean air temperatures at the duct inlet and outlet 
and assuming a linear rise along the test duct. The surface area 
used in Eq. (1) is the wall area between the ribs (i.e., rib base 
exclusive). 

The average rib heat transfer coefficient can be obtained with 
the following equation: 

hrib = (qtib/AIib)/(T„-Tb). (2) 

qrib is the net heat transfer from the rib surface to the coolant 
and is calculated by subtracting the total heat loss from the 
dissipation of the electrical power from the rib foil heater. Alib 

is the total rib heat transfer surface area (i.e., wetted area of 
the rib), and is listed in Table 1 in detail for the slit and solid 
ribs investigated. 
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Table 1 Configuration of the rib investigated 

Rib type Slit number (n) Slit dimension (w X e) Void fraction (/3) Rib wetted area (Arib) 

Slit rib #1 
Slit rib #2 
Slit rib #3 
Solid 

30 X 1.1 mm2 

30 X 1.9 mm2 

30 X 2.8 mm2 

19% 
32% 
48% 
0 

8.04 x 10~3 m2 

7.72 X 10~3 m2 

7.36 X 10"3 m2 

4.15 x 10~3 m2 

The overall heat transfer coefficient on the ribbed wall for 
the fully developed flow is deduced from the total heat transfer 
rate, the total heat transfer surface area and the average wall-
to-fluid bulk temperature difference, i.e., 

^overall = (<?rib + <7floor) / [ (A,ib + Aanar)(Tw - Tb)] . ( 3 ) 

Local Drag Coefficient and Friction Factor. The local drag 
coefficient along the rib wall is defined as the ratio of the static-
wall pressure drop to fluid dynamic pressure as 

CD = (Px - P„)/(p • Ul/2) (4) 

where P„ is the reference pressure and is represented by the 
value at the first pressure tap and Px, the static wall pressure at 
the axial position X. In a fully developed duct flow, the Fanning 
friction factor can be determined by measuring the pressure 
gradient across the duct and the mean velocity of the air. This 
is expressed as 

Cf= [ ( - A P / A L ) - D e ] / ( 2 p - U\). (5) 

Both the local drag coefficient and the friction factor are based 
on adiabatic conditions (i.e., test without heating). 

Uncertainties. By using the uncertainty estimation method 
of Kline and McClintock (1953), the maximum uncertainties 
of the floor, rib, and overall heat transfer coefficients are less 
than 8.4, 8.6, and 8.6 percent, respectively, for Reynolds num
bers larger than 8000. The maximum uncertainties for CD and 
Cf are estimated to be less than 6.9 percent and 7.3 percent, 
respectively, for the Reynolds number larger than 8000. In addi
tion, the individual contributions to the experimental uncertain
ties for the measured physical properties are as follows: m, 
±2.7 percent; qrib and ofloo,., ±5.4percent; T„ — Tb, ±6.4 percent; 
AP (or Px - P„), ±5.6 percent; U, ±2.4 percent; and Vw*. 
±8.2 percent. 

Experimental Results and Discussion 
Experimental Results of Smooth-Walled Ducts. Prior to 

the slit and solid-ribbed duct experiments, fully developed fric
tion factors and heat transfer coefficients are measured for a 
smooth duct and compared with the results given in the litera
ture, as shown in Fig. 3. The correlations selected for compari-
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~\ r~| i i i i i 
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100 
Nus 

10,000 50,000 
20 

Re 

son includes the modified Dittus-Boelter equation for gas flow 
(McAdames, 1954) for heat transfer, and the Blasius equation 
(Kays and Crawfords, 1980) and the equation by Rehsenow 
and Choi (1969) for friction. All of these equations provide 
good representations of the data for a fully developed gas flow 
in smooth ducts. It can be seen from this figure that the present 
fully developed Nusselt numbers and friction factors compare 
well with the previous correlations. A satisfactory agreement 
in the above comparison has confirmed that the experimental 
procedure employed is adequate and the results obtained are 
reliable. 

Fluid Flow Characteristics. Figure 4 shows a comparison 
of the flow patterns around the solid and slit (/3 = 32 percent) 
ribs, which are measured by the smoke-wire technique. The 
smoke wire is placed vertically along the duct center on the 
axial station of XN/H = 1.8, and the flow is from left to right. 
As shown in Fig. 4 (a ) , physically, the flow over the solid rib 
could be characterized as a turbulence shear flow, which is 
introduced from the upstream rib salient driving a recirculation 
cell attached to the rib downstream. Hence, the fluid flows 
upstream behind the solid rib. This re versed-flow phenomenon, 
however, is not observed in the slit-ribbed geometry in Fig. 
4(b), indicating that the recirculating cell disappears when the 
solid rib is replaced with the slit rib. In addition, the flow 
structures behind the slit rib are rather different from those in 
the core portion. Behind the slit rib, the small and strong eddies 
of turbulence are observed. This results from the multi-mixing-
layer interaction as the fluid passes through the slit rib. 

Figures 5 and 6 show streamwise mean-velocity and turbu
lence-intensity profiles in the Y direction at the axial station of 

Flow 

Flow 

Fig. 3 Comparison of the smooth-wall friction factors and Nusselt num- Fig. 4 Flow structure comparison between the slit and solid-ribbed-duct 
bers with previous correlations flows at Re = 8000; (a) solid-ribbed geometry, (£>) slit-ribbed geometry 
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Fig. 5 Comparison of streamwise mean-velocity profiles for smooth, 
solid-fenced, and slit-ribbed channels at the axial station XN/H = 6.0 
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Fig. 7 Turbulence intensity distributions along streamwise direction for 
the solid and slit-ribbed walls 

XNIH = 6.0 for the slit and solid-ribbed walls with Re = 15,000, 
and Pj/H = 10, Smooth-walled experiments are also conducted 
for comparison. Due to the turbulence mixing caused by the 
ribs, the velocity gradients near the walls for the slit-rib and 
solid-rib geometries are larger than that for the smooth wall. 
The velocity profiles are relatively flat for the solid-ribbed and 
slit-ribbed walls as compared to that for the smooth wall. The 
slit-ribbed wall has a flatter velocity profile than the solid-ribbed 
wall. A flatter velocity profile could enhance the convective 
heat transfer rate by enhancing the transfer of momentum and 
energy. As shown in Fig. 6, the turbulence intensity for the slit-
ribbed wall is higher than the solid-ribbed and smooth walls, 
especially in 0 < YIH < 1.0. 

The turbulence-intensity distributions along the streamwise 
direction of the channel centerline (Z = 0) are measured for 
three elevations, i.e., YIH = 0.5, 1.0 and 2.0, which are shown 
in Fig. 7. The distribution of the turbulence intensity at the 
elevations of YIH = 1.0 and 2.0 are found to be roughly similar 
for these two ribbed walls. But they are very different near the 
wall, i.e., YIH = 0.5. At this elevation, the turbulence-intensity 
distribution along the slit-ribbed wall begins with a local maxi
mum due to the turbulent mixing caused by a multijet flow 
emitting from the rear of the rib and then decreasing down
stream. Along the solid-ribbed wall, the turbulence intensity 
distribution reveals a well-known trend (Chang, 1990), i.e., it 
begins with a local minimum because of the presence of the 
recirculation flow with a relatively stagnant fluid, increases to 
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Fig. 6 Turbulence-intensity distributions at the axial station XN/H = 6.0 
along the direction normal to the ribbed wall 

a local maximum near the midplane between the ribs due to the 
flow reattachment, and then decreases slightly before encounter
ing the next rib. Globally, the turbulence intensity for the slit-
ribbed wall is higher than that for the solid-ribbed wall, espe
cially in the near-wall region. 

Average Heat Transfer Coefficient. 

Floor Data. Figure 8 shows the average heat transfer for 
the area between two ribs (i.e., floor data) for the slit-ribbed 
and solid-ribbed walls. The smooth-duct results (centerline) are 
included for comparison. First, attention is focused on the effect 
of the thermal boundary condition for the rib on the floor heat 
transfer coefficient. Note that the solid symbols represent the 
results from the heated segments attached with adiabatic ribs, 
while the open reversed-triangular symbols are results from 
conditions that ribs and floors are heated simultaneously and 
isothermally. Obviously, the rib thermal boundary condition 
alters negligibly the floor heat transfer coefficient, typically 
within three percent. The floor heat transfer coefficient for the 
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Fig. 8 Average floor heat transfer coefficients for the slit and solid 
ribbed walls 
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Fig. 9 (a) Average rib heat transfer coefficients for the slit and solid 
ribbed walls, (b) benefit of heat transfer enhancement for the slit and 
solid ribs 

slit-ribbed wall is higher than the solid-ribbed and smooth walls. 
This implies that heat transfer enhancement through turbulence 
for the slit-ribbed wall is greater than that for the solid-ribbed 
wall, which is consistent with the measurements of turbulence-
intensity distribution given in Figs. 5 and 6. Closer inspection 
of this figure further shows that the floor heat transfer increases 
with an increase of rib void fraction. This means that the more 
fluid that passes through a slit rib, the stronger the turbulence 
mixing between ribs. Previous floor results in Taslim et al. 
(1994) for a square duct of two opposite solid-ribbed walls 
are also given in Fig. 8 for comparison. Qualitatively, a good 
agreement between these two works is achieved. The higher 
duct blockage ratio (2H/De = 0.334) employed in Taslim et 
al. (1994) than the present (H/De = 0.167) would appear to 
explain the higher values of the average Nusselt number. 

Copper Rib Data. Average rib heat transfer characteristics 
for the slit and solid-ribbed walls are displayed in Fig. 9. Figure 
9(a) shows the comparison of the average rib Nusselt number 
between the slit and solid ribs. It is seen from this figure that 
the average Nusselt number for the slit rib decreases with a 
decreasing rib void fraction. Surprisedly, it is lower than that 
for the solid rib, typically by about 65-80 percent. This is not 
peculiar because the slit rib has a significantly higher heat trans
fer surface area than the solid ribs (Table 1). The average 
Nusselt number based on the large total heat transfer area (Eq. 
(2)) is therefore lower. Notably, the benefits of heat transfer 
enhancement for special surface geometries such as the finned 
walls discussed here utilize the value hAIib, rather than the heat 
transfer coefficient itself (Webb, 1994). Thus, Fig. 9(b) com
pares the value of M r ib between the slit and solid ribs at various 
Reynolds numbers. It is revealed that the slit rib, as expected, 
has a higher hArib per unit rib base surface than the solid rib, 
indicating that the slit rib has a greater fin effect than the solid 
rib. Furthermore, the /jArib is affected negligibly by the rib void 
fraction, typically only four percent maximum for 19 percent 
§ j5 & 48 percent. Although the incoming turbulence intensity 
may be higher for the higher rib void fraction, increasing the 
rib void fraction reduces the heat transfer surface area (Table 
1). In addition, the flow acceleration between the rib top and 

the opposite duct wall decreases with an increase in the rib void 
fraction due to less duct blockage. Obviously, these counter
acting factors result in comparable fin effects as the rib void 
fraction varies from 0.19 to 0.48. 

Overall Heat Transfer Coefficient. The overall heat transfer 
coefficients on the rib-roughened wall deduced from Eq. (3) 
are shown by the average Nusselt number ratio in Fig. 10. 
Different lines for comparison also display the corresponding 
average floor heat transfer coefficients. In the case of the solid-
ribbed wall, the overall heat transfer coefficient in which the 
rib heat transfer has been incorporated is slightly lower than 
the average floor heat transfer coefficient, typically within seven 
percent. This is an indication that the average heat transfer 
coefficient, based on the thermally active rib-walled boundary 
conditions, is not too different from that based on the thermally 
nonactive rib-walled boundary conditions which are analogous 
to those of the naphthalene-coated surfaces with glued-on metal
lic ribs (with surfaces from which no mass is transferred). As 
for the slit-ribbed wall, the overall heat transfer coefficients 
are significantly lower than the floor heat transfer coefficient, 
typically up to 20 percent. Further, this figure shows that the 
overall Nusselt number ratio for the slit-ribbed wall increases 
slightly with an increase in the rib void fraction. The average 
Nusselt number ratio for both the slit and solid-ribbed walls 
decreases slightly with increasing Reynolds number. 

From the data given in Fig. 10, the effects of the Reynolds 
number and rib void fraction on the average Nusselt number in 
a rectangular duct with one slit-ribbed wall can be correlated 
by the following equation: 

Nu, = 0.067 Re0742(l - /?)" (6) 

where the coefficients are obtained with curved fitting, based 
on the least-squares method through the measured data shown 
in Fig. 10. The maximum deviations of the experimental data 
from Eq. (6) are 7.8 percent, 2.7 percent, and 4.1 percent for 
/3 = 19 percent, 32 percent, and 48 percent, respectively. 

Several factors that affect the heat transfer mechanisms when 
the thermally active ribs are perforated with slits can be drawn 
from the data presented above. First, due to the existence of 
the slits within the rib, the effective thermal conductivity (or 
conduction capacity) of the slit rib should decrease. Then, due 
to the reduction in duct blockage, the local mean velocity be
tween the rib top and the opposite duct wall is reduced. Both 
of these adversely affect rib heat transfer. Third, because of the 
flow through the slits, the extension in heat transfer surface area 
becomes significant (Table 1), which favors rib heat transfer. 
The last effect is caused by an alteration in the fluid-flow trans-
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Fig. 10 Overall heat transfer coefficient of the ribbed wail versus Reyn
olds number 
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Fig. 13 Thermal performances of ribbed channels under constant 
pumping power condition 

portation (Figs. 4 to 7). The first two factors compete with the 
third factor in influence on rib heat transfer. The last factor 
enhances both rib heat transfer and floor heat transfer. 

Friction Characteristics. To examine the effects of flow 
permeability shown in Fig. 4 on the friction characteristics, 
static wall pressure measurements are undertaken in this re
search. From Eq. (4) the local drag-coefficient distributions are 
calculated and shown versus axial distance in Fig. 11. Generally, 
Fig. 11 shows that the local drag coefficient drops steeply across 
the solid rib (circular symbols) and then gradually recovers in 
the interrib region. The CD distribution along the slit-ribbed 
wall is similar to but has less peak-to-peak variations than that 
along the solid-ribbed wall due to less form drag. It is further 
seen that the larger the rib void fraction is, the flatter the distri
bution of CD becomes. 

Figure 12 illustrates the combined effects of rib void fraction 
and flow Reynolds number on the fully developed friction factor 
for the slit and solid-ribbed geometries. From this figure the 
friction factor for the slit-ribbed duct is much higher than its 
counterpart for the smooth duct (Blasius correlation), but lower 
than that for the solid-ribbed duct (solid circular symbols). 
It is almost independent of the Reynolds number, i.e., "fully 
roughness". In comparison with the results of the solid-ribbed 
duct flows, the values of Cf are approximately 90 percent, 72 
percent, and 60 percent for /3 = 19 percent, 32 percent, and 
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48 percent, respectively, in the range of the Reynolds number 
investigated. Perforating the rib with slit slots has two opposite 
effects on the friction factor. One is to decrease the form drag 
caused by distortion of the streamline by reducing the duct 
blockage. The other is to increase the surface drag due to the 
fluid going through the slits. Obviously, the former effect over
comes the latter. The results of similar duct blockages in the 
previous work are displayed in Fig. 12 for comparison. The 
dashed and center lines from Liou and Hwang (1992) are for 
two-opposite solid-rib walled ducts of blockage ratios 2HIDe 

= 0.162, and 0.126, respectively. The former duct blockage is 
largely identical to that of the present one solid-rib walled duct 
with HIDe = 0.167. The comparison shows a satisfactory agree
ment between these two ducts. In addition, the previous data 
of 2HIDe = 0.126 (center line) fell reasonably into the region 
between the present data for one slit-rib walled ducts of /3 = 
32 percent and 48 percent, which have blockage ratios 0.114 
and 0.135, respectively. 

With the data presented in Fig. 12, the average friction factor 
for the duct flow with the slit ribs mounted on the wall can be 
correlated as below: 

Cf= 0.0196/T (7) 

Fig. 12 Dependence of friction factor on the flow Reynolds number in 
ribbed channels 

where the constants are obtained by curved fitting, based on the 
least-squares method through the data shown in Fig. 12. The 
maximum deviations of the experimental data from Eq. (7) are 
2.1, 1.6, and 3.2 percent for /3 = 19 percent, 32 percent, and 
48 percent, respectively. 

Note that an additional experiment has been conducted to 
examine the effect of the rib conductivity on the friction factor 
under heated-wall conditions, which reveals that no difference 
in the friction factor, beyond experimental uncertainties, is ob
served between the thermally active and nonactive ribbed chan
nels. 

Pumping-Power Performance. One of the criteria for 
evaluating the performance of an enhanced surface is to com
pare the heat transfer of a ribbed duct to that of a smooth-walled 
duct under constant pumping power constraint as suggested by 
Webb and Eckert (1972) and Han et_al.J_1985). In view of 
their discussion, an efficiency index (Nu,/Nus)/(CfICfS) "3 , the 
equal pumping-power performance criterion, can decide 
whether or not a given ribbed surface is potentially gainful. 
From Fig. 13, where (Nu,/Nus)/(C //C /.,)"3 is plotted against 
Re, it can be seen that all ribbed ducts do show the same trend, 
i.e., higher values of (Nu,/Nu i)/(C//C/J)

1 '3 at lower Reynolds 
numbers initially and then the monotonically decreasing values 
as Re increases. It is clear that the slit-ribbed duct has a higher 
performance than the solid-ribbed duct, especially for the larger 
void fraction. These results are very reasonable because of the 
moderately higher heat transfer enhancement (Fig. 10) and 
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lower pressure-drop penalty (Fig. 12) for the slit-ribbed duct 
of higher rib void fraction. 

Summary and Conclusions 
The mechanisms of heat transfer augmentation have been 

studied experimentally in rectangular ducts with one wall rough
ened by slit or solid copper ribs. The rib height-to-channel 
hydraulic diameter ratio and rib pitch-to-height ratio are fixed at 
HIDe = 0.167 and PJH = 10, respectively. The flow Reynolds 
number varies from Re = 8000 to 58,000, while the rib void 
fractions are /? = 19, 32, and 48 percent. A specially designed 
heat transfer test rig has successfully measured the rib, floor, 
and overall heat transfer coefficients, respectively. The coupled 
contributing factors for heat transfer enhancement, i.e., turbu
lence effect and fin effect, are separated. Flow visualization, and 
the measurements of the velocity and turbulence distributions 
provide a better understanding of the heat-transfer-enhancement 
mechanisms in the ribbed duct. The main findings based on 
these experiments are as follows: 

1 The slit and solid-ribbed walls produce flatter velocity 
profiles at XNIH = 6.0 than a smooth wall. For a fixed Reynolds 
number, rib height and rib spacing, the slit-ribbed wall generates 
a relatively higher near-wall turbulence intensity than the solid-
ribbed wall. The flatter velocity profile and higher turbulence 
intensity lead to higher heat transfer enhancement. 

2 With greater turbulence-mixing effect, the slit-ribbed ge
ometry provides better floor heat transfer coefficients than the 
solid-ribbed geometry. In addition, the slit rib has a more sig
nificant fin effect than the solid rib due to its larger heat transfer 
surface area. 

3 For the solid-ribbed geometry, the overall heat transfer 
coefficient of the ribbed wall in which the rib heat transfer 
has been incorporated is about seven percent lower than the 
corresponding floor heat transfer coefficient. This adequately 
represents the discrepancy between the heat transfer measure
ment on the wall mounted with thermally active ribs and the 
mass transfer measurement with the metallic-ribbed surface dis
cussed in the Introduction. 

4 Increasing rib void fraction promotes floor heat transfer, 
but insignificantly affects rib heat transfer. The former is attrib
uted solely to the effects of turbulence enhancement; while the 
latter is the result of the competing effects of the increase in 
incoming turbulence and the reduction of rib effective thermal 
conductivity and heat transfer surface area. 

5 As compared to the solid-ribbed geometry, the slit-ribbed 
geometry has a flatter distribution of the local drag coefficient, 
indicating that the lower from drag occurs with slit-ribbed ge
ometry. In addition, the fully developed friction factor for the 
slit ribbed duct is lower than that for the solid-ribbed duct, and 
decreases with increasing rib void fraction. 

6 Pumping-power performance comparisons reveal that the 
slit-ribbed duct with larger rib void fractions in a lower Reyn
olds number range could perform superior heat transfer en
hancement. 
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Direct Numerical Simulation of 
Three-Dimensional Flow and 
Augmented Heat Transfer in a 
Grooved Channel 
Direct numerical simulations of three-dimensional flow and augmented convective 
heat transfer in a transversely grooved channel are presented for the Reynolds number 
range 140 < Re < 2000. These calculations employ the spectral element technique. 
Multiple flow transitions are documented as the Reynolds number increases, from 
steady two-dimensional flow through broad-banded unsteady three-dimensional mix
ing. Three-dimensional simulations correctly predict the Reynolds-number-indepen
dent friction factor behavior of this flow and quantify its heat transfer to within 16 
percent of measured values. Two-dimensional simulations, however, incorrectly pre
dict laminar-like friction factor and heat transfer behaviors. 

Introduction 

Industrial heat transfer equipment employs a wide variety of 
augmented core configurations to enhance performance (Webb, 
1994). Typical methods involve fins that extend the surface 
area or offset strips that promote thin boundary layers. These 
features are not specifically intended to modify the behavior of 
the flow field itself. In recent years, however, a number of 
numerical and experimental studies have been performed for 
passage configurations that excite flow instabilities leading to 
enhanced mixing. Transversely grooved channels (Ghaddar et 
al., 1986), passages with eddy promoters (Kozlu et al., 1988), 
and communicating channels (Amon et al , 1992) all promote 
the formation of inflections in the passage velocity profile. Kel-
vin-Helmholtz instabilities of these inflected profiles project 
energy onto the normally damped Tollmien-Schlichting waves 
of the outer channel, resulting in two-dimensional traveling 
waves at moderately low Reynolds numbers. 

Fully developed heat transfer and pressure drop measure
ments using air in a rectangular cross-section channel with 46 
transverse grooves on one wall were performed by Greiner et 
al. (1990, 1991). These grooves were right-triangular in shape 
and their depth normal to the flow and length parallel to the 
flow were both of the same order as the minimum wall-to-wall 
spacing. Visualizations showed that two-dimensional waves ap
peared at a Reynolds number of Re = 350 and the flow became 
three-dimensional at Reynolds numbers less than 1000. By com
parison, flows in flat channels are steady up to Re = 2800 (Fox 
and McDonald, 1985). Moreover, for a given pumping power 
level, the grooved passage offered substantially higher heat 
transfer than a flat passage with the same minimum wall-to-
wall spacing, even though the grooved passage operated at a 
lower Reynolds number. 

Intentionally destabilized flows hold promise for enhancing 
the performance of exchange equipment. However, a wide vari
ety of configurations must be investigated to optimize the heat 
transfer versus pumping power performance of these flows. Nu
merical simulations have become powerful tools in predicting 
the flow behavior and performance of exchange passages, as 
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well as determining their sensitivity to geometric parameters. 
Two-dimensional spectral element simulations of grooved chan
nels (Ghaddar et al., 1986; Roberts, 1994), passages with eddy 
promoters (Karniadakis et al., 1988), and communicating chan
nels (Majumdar and Amon, 1997) have documented the evolu
tion of the flow field and heat transfer augmentation. Recent 
two-dimensional simulations of flows in a channel with sine 
wave shaped grooves shows that the evolution of chaos follows 
the Ruelle-Takens-Newhouse scenario and that the predicted 
flow behavior is not significantly altered when three-dimen
sional simulations are performed (Guzman and Amon, 1994, 
1996). 

In contrast, the experiments by Greiner et al. with triangular-
shaped grooves (whose length in the flow direction is roughly 
half that of the grooves studied by Guzman and Amon) show 
that no significant heat transfer augmentation is measured until 
the flow becomes three-dimensional. Other three-dimensional 
destabilized flows have been successfully studied using the 
spectral element technique (Amon and Patera, 1989; Amon, 
1993; Blackburn et al., 1993). However, these studies do not 
report heat transfer results. 

In this paper, direct numerical simulations of three-dimen
sional flow and augmented heat transfer in the same grooved 
passage configuration studied by Greiner et al. are presented 
and quantitatively benchmarked against the experimental re
sults. The next section describes the computational domain and 
spectral element numerical technique employed in this work. 
The increasing complexity of the flow as the Reynolds number 
increases from 140 to 2000 is then described, along with the 
predicted heat transfer and friction factor. Finally, conclusions 
are drawn. 

Numerical Method 

Figure 1 shows the primary computational domain and spec
tral element mesh employed in the bulk of this work. The upper 
flat surface and lower V-shaped boundary are solid walls that 
impose no-slip velocity conditions. The minimum wall-to-wall 
spacing H = 1 cm, groove length L = 2AH and groove depth 
D = 12H are designed to represent one periodicity cell of the 
continuously grooved passage of the earlier experimental study 
(Greiner et al., 1991). 

A uniform body force per unit mass fx, is applied to the fluid 
to drive the flow from left to right through the computation 
domain. This force is equivalent to a constant mean pressure 
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H=1.0cm 

W=2.0 H 

Fig. 1 Three-dimensional computational domain and spectral element mesh used 
to investigate a periodically grooved transport passage 

gradient, fx = ( — IIp){dpldx). Periodic boundary conditions 
are applied to the left and right surfaces of the domain (x = 0 
and L) in order to model fully developed flow which, in this 
study, is assumed to be periodic from groove to groove. 

Periodic boundary conditions are also applied to the front 
and back surfaces of the domain (z = 0 and -W). The choice 
of the z-direction periodicity length W = 2.0 cm is somewhat 
arbitrary. Another domain with W = 3.0 cm is employed to 
evaluate the sensitivity of the heat transfer and friction factor 
results to this parameter. A shortcoming of periodicity boundary 
conditions is that they do not admit a continuous spectrum of 
mode sizes. This technique only admits modal wavelengths such 
that an integer number of wavelengths exactly spans the period
icity length, that is, z-direction wavelengths of the form Win, 
where n is an integer. This limitation is most severe when the 
dominant modes are larger than or roughly the same size as the 
domain. However, we will see that the eddy sizes generally 
decrease with increasing Reynolds number. As a result it is 

possible that the current simulations overpredict the Reynolds 
number where three-dimensional modes first appear. However, 
the limitation of using periodic boundary conditions in the 
z-direction is unimportant at higher Reynolds numbers. 

The computational grid shown in Fig. 1 consists of four levels 
in the z-direction. Each level contains 96 hexahedral spectral 
elements (Patera, 1984; Maday and Patera, 1989), for a total 
of K = 384 elements. These elements are densely clustered near 
the peaks of the grooved surface and near the upper flat wall. 
Within each element, the solution, data, and geometry are repre
sented by tensor-product polynomial bases of degree N in each 
spatial direction, corresponding to a total grid point count of 
roughly KN3. As the fluid body force and Reynolds number are 
increased, spatial refinement is attained by increasing the spec
tral order from N = 5 to 9. A mesh with six z-levels is also 
used to evaluate grid independence of the heat transfer and 
friction factor results. The domain with W = 3.0 cm, which is 
used to assess the independence of the results to a larger domain 

N o m e n c l a t u r e 

A = area of flat surface 
Cf = fanning friction factor. Cf = 

(-dpldx)(Dh/(2pul)) 
D = groove depth, Fig. 1 

Dh = minimum channel hydraulic diam
eter, 2H 

f = frequency 
fx = fluid body force in the ^-direction 

per unit mass, (-1/p)(dp/dx) 
H = minimum channel height, Fig. 1 
k = fluid thermal conductivity 
K = number of spectral elements 
L = channel periodicity length, Fig. 1 
N = spectral element order 

Nu = Nusselt number, q"DhITmk 
Pr = Fluid Prandtl number 

q •• 

Re; 
Re*,,,: 

t •• 

T-
1 m 

U, V, 

w --

V: 

• flat wall heat flux 
Reynolds number, umDhlv 

• Reynolds number based on wm 

time 
temperature 
mean flat surface temperature 

velocity components in the x, y, 
and z directions 
mean x-velocity passing through 
minimum channel cross section, 
VJWH 
volume of the computational do
main 
volume flow rate 

W = width of the computational do
main, Fig. 1 

w„, = maximum z- velocity within the 
domain 

x,y, z = coordinate directions, Fig. 1 

Greek 

v = fluid kinematic viscosity 
fi! = dimensionless frequency, fDJ 

um 

6 = dimensionless flat surface 
temperature, Tmklq"Dh 

p = fluid density 

Marker 

averaged over time 
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width, also has six z-levels. A planar grid, equivalent to the 
face of the domain shown in Fig. 1, is used for two-dimensional 
simulations. 

The present simulations are based upon a fractional step (or 
time-splitting) approach (Orszag and Kells, 1980; Fischer and 
Patera, 1992). In this technique, the coupled momentum equa
tions are advanced by first computing the convection term, fol
lowed by the projection of the velocity onto a divergence-free 
space, followed by a viscous update which incorporates the 
velocity boundary conditions. The splitting results were com
pared against a more accurate approach based upon a consistent 
coupling of the viscous and pressure terms (Maday and Patera, 
1989; Fischer and Ronquist, 1994). While the latter method 
more accurately predicts the onset of two-dimensional unsteadi
ness at low Reynolds numbers, both methods give essentially 
the same behavior at the higher Reynolds numbers central to the 
present investigation. Consequently, the less expensive splitting 
approach is used throughout this work. 

Time-dependent simulations are performed for a range of 
applied body force levels, fx. At each time step the x-velocity 
component, u, is integrated throughout the domain to determine 
the instantaneous volume flow rate, Vr = (1IV) J v ud V, where 
V is the volume of the computational domain. In general, the 
velocity field and the integrated volume flow rate may vary 
with time, even for a steady body force. The resulting time-
dependent Reynolds number is defined as Re = umDhlv, where 
the mean x-velocity and hydraulic diameter through the mini
mum channel cross section are u,H = Vr/HW and Dh = 2H, 
respectively, and v is the fluid kinematic viscosity. 

Time-dependent simulations are used to reach "steady-state" 
conditions. Depending on the Reynolds number, the volume 
flow rate for steady state is either steady, time periodic, or 
randomly varying about a constant mean value. Once steady-
state conditions are reached, the time-averaged Reynolds num
ber Re = H^Dhlv is evaluated, where ~u^n is the time average of 
um. The time-average Fanning friction factor is then determined 
from the expression Cf = (fxDh)/(2u%). 

With regard to thermal boundary conditions, the upper sur
face dissipates a uniform heat flux, q", while the lower surface 
temperature is held constant and uniform at T0 — 0. The flat 
surface temperature is integrated to determine its mean value, 
Tm = (1IA) fA TdA, where the area of the upper surface is A, 
and T is temperature. The time-dependent dimensionless tem
perature is defined as 9 = T,„k/q"Dh, where k is the fluid thermal 
conductivity. The mean flat surface temperature, in general, 
varies with time. The time-average flat surface temperature, 
Tm, is determined after steady-state thermal conditions are 
reached_and used in the time-averaged Nusselt number Nu = 
q"D,,ITmk. This Nusselt number quantifies the thermal transport 
between the upper flat surface of the channel and its lower 
V-shaped boundary for a range of flow conditions. The fluid 
properties for most simulations are k = 0.0334 W/m-K, v = 
1.84 X 10"5 m2/sec, p = 1.006 kg/m3, and a Prandtl number 
of Pr = 0.56. Runs are also made with Pr = 0.71 to allow direct 
comparisons with experimental data. 

The three-dimensional results are computed in parallel on 
128 i860-processors on the Intel Delta at Caltech (Fischer and 
Patera, 1991; Fischer and Ronquist, 1994). A typical simulation 
comprising 374,000 grid points (K = 384, N = 9) requires 15 
seconds per time-step (At = 0.00007 sec). The two-dimen
sional simulations are performed using 32 processors. A typical 
calculation consisting of 3300 grid points (K = 96, N = 5) 
requires about five seconds per step (A; = 0.00025 sec). All 
calculations are performed in 32-bit arithmetic. 

Results 

Flow Field. A series of two and three-dimensional simula
tions are now presented for body force levels of/, = 0.5 to 8 

N/kg to demonstrate the flow field and heat transfer behaviors 
for a range of Reynolds numbers. The initial simulation employs 
the two-dimensional mesh, which is equivalent to the face of 
the domain shown in Fig. 1. The body force for this calculation 
isfx = 0.5 N/kg, and it uses fifth-order spectral elements. The 
initial temperature and velocity for this simulation with are both 
zero throughout the domain. After the body force is applied, 
the Reynolds number rises for roughly three seconds, as the 
volume flow rate increases, until it reaches a constant value of 
Re = 325. The dimensionless temperature of the flat surface 
requires more than twice as much time to reach its steady-state 
value of 6 = 0.59. 

Figure 2(a) shows the streamlines after steady state is 
reached. We see that the majority of the outer channel fluid 
moves parallel to the flat surface. The groove is filled by a 
slowly turning vortex, whose center is in the downstream por
tion of the groove. One second of flow time for this two-dimen
sional simulation requires roughly 0.8 hours of computational 
time. Three-dimensional simulations at this Reynolds number 
give essentially the same results, but one second of flow time 
requires 5.3 hours of computation. 

Results from the simulation with/, = 0.5 N/kg are used as 
initial conditions for two-dimensional simulations wi th / =1 .0 
N/kg. Figure 3 shows the Reynolds number and the flat surface 
dimensionless temperature versus time t, after the body force 
is doubled. We see that Reynolds number increases and then 
develops periodic oscillations, with a time-average value of 
Re = 580. The amplitude of the oscillatory component is two 
percent of the mean value and it has a dimensionless frequency 
of fi = fDiflTiin = 0.52, where / i s the dimensional frequency. 
Once the steady periodic state is reached, the time-average di
mensionless temperature drops to 8 = 0.52. 

Figure 2(b) shows the streamlines of this flow at six equally 
spaced times during one oscillatory cycle. We see that the outer 
channel flow develops a traveling wave whose wavelength in 
the x-direction is equal to the channel periodicity length. The 
peak of this wave is seen moving to the right and then reenters 
the domain at the left-hand side. Simulations at lower Reynolds 
numbers, using the consistent viscous/pressure coupling 
method, show that these two-dimensional self-sustained oscilla
tions first appear at a critical Reynolds number of Re = 350, 
in agreement with experimental observations (Greiner et al , 
1991). These waves periodically push slow moving fluid from 
the grooved regions into the mainstream, retarding the flow. 
After each ejection the fluid in the channel re-accelerates until 
the next ejection occurs. This action accounts for the volume 
flow rate variations observed in Fig. 3. It also increases the 

Fig. 2 Streamlines from two-dimensional simulations; (a) fx = 0.5 N/kg, 
(b) fx = 1.0 N/kg, at six equally spaced times during one oscillatory 
period 
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Fig. 3 Reynolds number and flat surface dimensionless temperature 
versus time for fx = 1.0 N/kg, from two-dimensional simulations 

thermal transport, which in turn reduces the dimensionless flat 
surface temperature. 

The velocity and temperature fields calculated from the two-
dimensional simulation are used as initial conditions for a three-
dimensional calculation with the same imposed body force 
level,/; = 1.0 N/kg. This is done by replicating the two-dimen
sional results at each z-station, and setting the initial z-velocity, 
w, to zero. These three-dimensional simulations employ sev
enth-order spectral elements. Figure 4 shows the time depen
dence of the Reynolds number, fiat surface dimensionless tem
perature, and ReWji = wmDhlv, where w„, is the maximum ampli
tude of z-velocity component within the domain. The data in 
this figure begins one second after the three-dimensional simula
tions begin. We see that wm grows slowly at first, reaches a 
peak, and then exhibits regular oscillations. Peak values of wm 

(Re,„m) are more than 40 percent as large as w^ (Re), indicating 
that the flow has become highly three-dimensional. 

Comparing the left and right-hand sides of Fig. 4 shows 
that once three-dimensional flow is fully established the flow 
behavior is markedly changed, even though the applied force 
level remains the same. We see that the time-average Reynolds 
number and dimensionless temperature decrease to Re = 482 
and 9 = 0.49, respectively, indicating higher levels of predicted 
drag and thermal transport. Moreover, the oscillatory compo
nent of the flow rate (Re) decreases from 2 percent to only 
0.12 percent of the time average value (this amplitude is too 

small to be visible in Fig. 4) , and its dimensionless frequency 
increases from £2 = 0.52 to 1.3. 

To better understand these behaviors, we must consider the 
three-dimensional flow structure. Figure 5 shows the y -compo
nent of velocity v, in the outer channel for four different flow 
conditions. The curved surfaces are isometric views of v as a 
function of x and z on the plane ylH = 0.25. Points above the 
flat planes represent up-flow and points below show flow that 
is downward. These surfaces represent "snap-shots" of the flow 
at different instants in time. Snap-shots at different times show 
that the flow-field structures are traveling in the ^-direction. 
The spacing between peaks and valleys in each surface is an 
indication of the eddy length scales within the flow. We note 
that these surfaces are merely intended to show the evolution 
of the flow structure, and that the velocity scale factor in each 
part of this figure is substantially different. 

Figures 5(a) and 5(b) are both for fx = 1.0 N/kg. Figure 
5(a) is a snapshot of the outer channel two-dimensional travel
ing wave structure at a time before the flow becomes three-
dimensional (left-hand side of Fig. 4) . Figure 5(b) shows the 
corresponding structure once the flow has reached its three-
dimensional, time-periodic state (right-hand side of Fig. 4) . 
This flow has developed a traveling wave surface with varia
tions in both the x and z-directions. Examination of the right-
hand edge of Fig. 5(b) shows that the z-direction variation is 
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Fig. 4 Reynolds number, flat surface dimensionless temperature, and 
Reynolds number based on maximum iv-velocity throughout the domain 
versus time for an applied fluid body force of t, = 1.0 N/kg, from a three-
dimensional simulation 

Fig. 5 Isometric views of v-velocity versus x and z on the plane y/H = 
0.25 for four different conditions, (a) fx= 1.0 N/kg, before three-dimen
sional structures develop; (to) fx = 1.0 N/kg, after three-dimensional flow 
develops; (c) f, = 2.0 N/kg; (d) fx = 8.0 N/kg. 
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very regular. At this forcing level, the most unstable mode that 
is compatible with the imposed periodicity boundary conditions 
exhibits two waves in the imposed z-direction periodicity length. 
We point out that the imposed z-direction periodicity length W 
= 2H, was selected as a matter of convenience. The sensitivity 
of the transport data to variations in W is assessed later in this 
paper. 

Comparing Figs. 5(a) and 5(b), we observe that the three-
dimensional simulations develop structures with smaller length 
scales than those observed in two-dimensional calculations. 
Comparing the Re versus time curve on the left-hand side of 
Fig. 4 with the Re„lra curve on the right-hand side, we see that 
the three-dimensional structures exhibit somewhat higher fre
quencies as well. Three-dimensional structures therefore advect 
material in the y-direction more continuously than the two-
dimensional waves. This may cause the observed reduction in 
the channel volume flow rate oscillations, as well as the in
creases in heat and momentum transfer. 

Figure 6 shows the time-history of Re, 9 and Re,„m for a three-
dimensional simulation with an applied body force of/, = 2.0 
N/kg, after the system has reached steady state. These traces 
are much less regular than those for/, = 1.0 N/kg. While their 
mean values appear to remain roughly constant, they exhibit 
large amplitude oscillations with a low dimensionless frequency 
of fi, = 0.04. Smaller amplitude oscillations are superimposed 
on the dominant unsteadiness in the Re,^ time history with a 
higher dimensionless frequency of 0 2 = 1.2. These smaller 
oscillations have roughly the same dimensionless frequency as 
the dominant mode for three-dimensional flow at fx = 1.0 
N/kg. The t ime^erage Reynolds number and dimensionless 
temperature are Re = 757 and 8 = 0.41. 

Figure 5(c) shows an isometric view of the outer channel u-
velocity at an instant in time after the three-dimensional flow 
is fully established. While this surface is similar to the surface 
for/A = 1.0 N/kg (Fig. 5(b)), careful examination of the right-
hand edge shows that its variation in the z-direction is not as 
regular. One second of flow time at this Reynolds number re
quires 15.6 hours of computing time. 

Figure 7 shows the time history of the Reynolds number and 
upper surface dimensionless temperature for an applied fluid 
body force of/, = 8.0 N/kg. These calculations employ ninth-
order three-dimensional spectral elements. These traces are for 
a time period after three-dimensional flow has become fully 
established. Both of these time histories appearjo oscillate ran
domly about their respective mean values of Re = 1520 and 6 
= 0.22. The Reynolds number data, however, exhibit a wider 
range of oscillatory frequencies than the dimensionless tempera-

Fig. 6 Reynolds number, flat surface dimensionless temperature, and 
Reynolds number based on maximum iv-velocity throughout the domain 
versus time for fx = 2.0 N/kg, from a three-dimensional simulation 

t (sec.) 

Fig. 7 Reynolds number and flat surface dimensionless temperature 
versus time for fx = 8.0 N/kg, for a three-dimensional simulation 

ture curve. One second of flow time at this forcing level requires 
95 hours to compute. 

Figure 5(d) shows the v-velocity ntyIH = 0.25 at one instant 
in time for/, = 8.0 N/kg. We see that this surface is far less 
regular in the x and z-directions than any of the other surfaces 
in Fig. 5. Taken as a whole, Fig. 5 shows that smaller length 
scale and more contorted structures are observed as the Reyn
olds number is increased. Similarly, comparing Figs. 4, 6, and 
7, a wider range of unsteady frequencies emerge with increasing 
flow rate. 

We have seen that the current simulations predict that the 
grooved channel flow rate exhibits high levels of unsteadiness. 
No time-dependent flow rate measurements are currently avail
able for grooved channels to benchmark these results. However, 
two factors suggest that the flow rate variations in the earlier 
experiments (Greiner et al., 1991) are smaller than the predicted 
unsteadiness. The first is that the current simulations employ 
periodic boundary conditions, which presume the flow in each 
groove is identical. In actuality, it is not likely that the flow in 
all 46 grooves of the experiment is synchronized. This would 
tend to decrease the unsteadiness of the flow rate passing 
through the channel. The second reason is that the inertia of 
nongrooved portions of the experimental apparatus would re
duce the ability of the flow rate to vary with time. While the 
predicted flow rate unsteadiness cannot be compared to experi
mental results at this time, the predicted transport quantities are 
compared to experimental measurements in the next section. 

Transport Quantities. Up to this point we have observed 
the increasing complexity of grooved channel flow as the Reyn
olds number is increased. We now quantitatively benchmark 
the current simulations against experimentally measured friction 
factor and Nusselt number data. The open symbols in Fig. 8 
represent the numerically predicted Fanning friction factor for 
a range of Reynolds numbers from two and three-dimensional 
simulations. Experimentally measured grooved channel data 
(Greiner et al., 1991) are included using solid triangles. The 
solid line represents the laminar flow solution for parallel plates 
with the same minimum wall-to-wall spacing as the grooved 
channel. 

Baseline two-dimensional simulations employ fifth-order 
spectral elements. These data are represented using diamonds 
in Fig. 8. The agreement between this data and the two-dimen
sional case run with seventh-order elements (square) implies 
that the results are insensitive to further spatial refinement. The 
majority of three-dimensional simulations employ the mesh in 
Fig. 1, with four levels in the z-direction, and seventh-order 
spectral elements (open up-pointing triangles). Data from alter
nate simulations, one with ninth-order elements (down-pointing 
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Re 

Fig. 8 Fanning friction factor versus Reynolds number from numerical 
simulations, experimental measurements, and theoretical predictions 

triangle), and three with six z-levels (circle), are in close agree
ment with this data, indicating that further spatial refinements 
would not effect the friction factor predictions. Domain width 
independence is also assessed using a six z-level mesh with 
width W = 3H at Re = 480 and 760. These results (not shown) 
are nearly identical with the other three-dimensional results. 
This suggests that the width W = 2H is sufficiently large to 
admit all relevant flow structures at these Reynolds numbers. 

For Reynolds numbers below 350, the calculated friction fac
tors from two and three-dimensional simulations are identical. 
The friction factor versus Reynolds number behavior is parallel 
to, but slightly lower than, the dependence for a fiat channel 
with the same minimum wall-to-wall spacing. Lower friction 
factors are expected at these low Reynolds numbers since the 
flow is steady and the grooves simply act to relax the no-slip 
boundary condition at y = 0. 

For Re > 350, the flow is unsteady and the two and three-
dimensional predictions diverge. This difference is 20 percent 
or greater for Re > 500. The two-dimensional simulations in
correctly predict that the friction factor decreases as the Reyn
olds number increases, in a similar manner to the characteristics 
of laminar (unmixed) flat passage flow. The three-dimensional 
simulations correctly predict that the friction factor is roughly 
independent of Reynolds number for Re > 450. The predicted 
constant friction factor is 20 percent lower than the measured 
values. The difference between the predicted and measured re
sults may be due to the possible difference in flow rate unsteadi
ness mentioned at the end of the last section. From these results 
we conclude that three-dimensional simulations are required to 
accurately model the momentum transport of the current 
grooved passage for Reynolds numbers above Re = 500. 

Figure 9 shows the predicted Nusselt number versus Reyn
olds number dependence from two and three-dimensional calcu
lations. Data from the earlier experimental study, with Pr = 
0.71, are also included. Most numerical results are for Pr = 
0.56. Three points with Pr = 0.71 are included for direct com
parison with the experimental data. The solid horizontal line in 
Fig. 9 represents a conduction solution, which represents the 
heat transfer between the top and bottom surface for no fluid 
motion, i.e., Re = 0. 

The two and three-dimensional heat transfer results are virtu
ally unaffected by variations in spectral order, mesh refinement 
and/or domain width, as observed with regard to the friction 
factor data. The two and three-dimensional simulation results 
are identical at Re = 325. These results diverge as the Reynolds 
number increases, and they are different by greater than 20 
percent for Re > 600. The two-dimensional predictions are 

actually closer to the conduction solution than they are to the 
experimentally measured convection data. 

The three-dimensional results, on the other hand, follow the 
same slope as the available measured data. The three numerical 
data points for Pr = 0.71 have higher Nusselt numbers than the 
data for Pr = 0.56. At Re = 1530 the Prandtl number depen
dence is Pr04, in agreement with correlations for turbulent pipe 
flow. At Re = 1530, the numerical result is 16 percent lower 
than the experimental value. 

The Nusselt number difference between the conduction solu
tion (Re = 0) and the cases for Re > 0 represents the increased 
thermal transport from fluid motion. We have seen that for Re 
< 350, the flow is steady and two-dimensional, and the grooved 
region is filled with a slowly turning vortex. Figure 9 shows 
that for this Reynolds number range, transport is only slightly 
greater than that due to conduction alone. For Re > 350, two-
dimensional simulations are unsteady. The resulting periodic 
injection of fluid from the outer channel to the groove, as well 
as the outer channel traveling wave motion, increases the heat 
transfer beyond the levels that would be expected from an ex
trapolation of the lower Reynolds number, steady results. Fi
nally, three-dimensional mixing increases heat transfer beyond 
levels predicted from two-dimensional wave motion. 

Summary and Conclusions 

Direct numerical simulations of three-dimensional flow and 
augmented heat transfer in a continuously grooved passage are 
presented for the Reynolds number Range 140 < Re < 2000. 
These simulations employ the spectral element technique. At 
Re = 325 the flow is steady and two-dimensional, but it exhibits 
a series of transitions with increasing Reynolds number. At Re 
= 350, it exhibits two-dimensional traveling waves. For Re = 
482, the flow is observed to have regular variations in the cross-
stream (z) direction and to be time periodic. At Re = 748, the 
flow exhibits irregularities in the z-direction, and more than one 
dominant frequency is observed. Finally, for Re = 1530, the 
three-dimensional flow structure is very irregular and a broad 
band of flow frequencies is observed. 

Two-dimensional simulations of grooved channel flows pre
dict laminar-like (unmixed) friction factor and Nusselt number 
versus Reynolds number behaviors. Three-dimensional simula
tions are required to (1) correctly predict the Reynolds-number-
independent friction factor of the current destabilized flow, and 
(2) accurately quantify the heat and momentum transport be
havior for Re > 500. 

10 

Nu 

Two-Dimensional Simulations 
1 

^ 
O N=5 >~ 1 
• N=7 

- Three-Dimensional Simulations • A -
A N=7 

V N=9 • 8 o° -O N=9, six z-levels o° -
w N=9, Pr=0.7 

A 

o° -
Experimental Measurements w *-* 0 

• Greineretal. 1991 o Pr=0.71 Q 0 
o 

Conduction ^ 0 
Re=0 ^- o " 

<̂  & 

1 1 

& 

1 1 

100 1000 5000 

Re 

Fig. 9 Nusselt number versus Reynolds number from numerical simula
tions, experimental measurements, and theoretical predictions 
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Heat Transfer in Turbulent 
Flow Past a Surface-Mounted 
Two-Dimensional Rib 
Heat transfer measurements and predictions are reported for a turbulent, separated 
duct flow past a wall-mounted two-dimensional rib. The computational results include 
predictions using the standard k- e model, the algebraic-stress (AS) functionalized 
k- e model, and the nonlinear k- e model ofSpeziale (1987). Three different prescrip
tions for the wall functions, WF I, WFII, and WF III given, respectively, by Launder 
and Spalding (1974), Chieng and Launder (1980), and Johnson and Launder 
(1982), are examined. The experiments include laser-Doppler flow measurements, 
temperature measurements, and local Nusselt number results. For WF I, the nonlinear 
model yielded improved predictions and displayed the most realistic predictions of 
the streamwise turbulence intensity and the mean streamwise velocities near the high
speed edge of the separated layer and downstream of reattachment. However, no 
significant improvements in the surface heat transfer predictions were obtained with 
the nonlinear model. With WF I and WF II, the models underpredicted the local 
Nusselt numbers and overpredicted the flow temperatures. With WF III, the predicted 
results agree with the experimental Nusselt numbers quite well up to reattachment, 
after which it substantially overpredicted the Nusselt numbers. The AS functionalized 
model using only the high Re formulation and curvature corrections in Cartesian 
coordinates improved the temperature predictions substantially, with the predicted 
flow temperatures agreeing quite well with the measured temperatures. 

Introduction 
Ribs are commonly used in internal duct flows to enhance 

the heat transfer from the surface by providing a greater surface 
area for heat transfer and by periodically interrupting the wall 
boundary layer causing flow separation and reattachment. The 
focus of the present study is on the heat transfer for turbulent 
flow past a two-dimensional rib mounted on a horizontal heated 
surface. Measurements have been made of the surface heat 
transfer and temperature and of velocities and temperatures in 
the flow. Predictions are obtained with the standard k- e model 
and two recently reported, improved variants of the standard 
k-e model. Since near-wall effects play an important role in 
dictating the surface heat transfer, a number of wall functions 
are examined. All predictions are compared with the data of 
this study to provide a perspective on the performance of the 
two-equation model variants and the wall-function models that 
account for near-wall effects. 

Numerous experimental studies have been reported for flows 
past two-dimensional ribs. Bergeles and Athanassiadis (1983) 
and Antoniou and Bergeles (1988) used a single-wire anemom
eter to study the flow past a two-dimensional rib. Flow visual
izations conducted by Durst and Rastogi (1980) revealed that 
the length of the downstream recirculation region ranges from 
about 5 to 16 rib heights, depending on the rib shape and degree 
of flow blockage caused by the rib. Tropea and Gackstatter's 
(1985) laser-Doppler measurements behind fences and blocks 
essentially confirmed the findings of Bergeles and Athanassiadis 
(1983) and Durst and Rastogi (1980) for low-blockage ratios. 
The laser-Doppler measurements of Liou and Kao (1988) re
vealed that the peak turbulence intensity occurred within the 
downstream recirculation zone at about 1.5 rib heights upstream 
of reattachment. The measurements of Antoniou and Bergeles 
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(1988), Phataraphruk and Logan (1979), and Castro (1979) 
showed that after reattachment, the development of the shear 
layer occurs over a long distance. 

A number of numerical studies have also been performed in 
order to predict the flow past two-dimensional ribs. By incorpo
rating streamline curvature effects in the linear k- e model, 
Durst and Rastogi (1980) obtained improved predictions for 
the reattachment length. Benodekar et al. (1985) used a linear 
k- e model which incorporated curvature correction through the 
functionalization of C^. Chung et al. (1987) and Park and 
Chung (1989) focused on developing a curvature correction 
to the linear k-e model that took into account a number of 
experimental observations not previously accounted for. Lee et 
al. (1988) used the linear k- e model with the curvature correc
tion developed by Leschziner and Rodi (1981) to improve the 
predictions of the heat transfer and flow between successive 
ribs in the periodically developed region of a ribbed annulus. 

Gooray (1982) and Gooray et al. (1982, 1983) took account 
of both the curvature of the flow and near-wall damping effects 
by equating the expressions for the Boussinesq approximations 
for the turbulent stresses with the corresponding algebraic-stress 
approximations, and functionalizing the expressions for some 
of the empirical model constants in the k-e model (referred to 
as the algebraic-stress (A-S) functionalized k-e model in this 
paper). They further proposed a double-pass procedure for the 
model in which a low Re version of the model is used down
stream of reattachment and a high Re version of the model is 
used upstream of reattachment. 

In an attempt to obtain better heat transfer predictions with 
the standard k- e model, a number of investigators have em
ployed wall functions to model the near-wall effects which 
govern the heat transport. For a separated flow through an abrupt 
pipe expansion, Chieng and Launder (1980) proposed an im
provement over the standard wall function, proposed by Laun
der and Spalding (1974), by defining y+ on the basis of the 
value of the turbulent kinetic energy kv at the edge of the viscous 
sublayer. Johnson and Launder (1982) further corrected Chieng 
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and Launder's (1980) work by making the sublayer Reynolds 
number Re„ a function of the change in the turbulent kinetic 
energy across the sublayer. 

All of the studies just cited employed the linear k- e model 
(Launder and Spalding, 1974) which is based on the Boussinesq 
approximation of the Reynolds stresses. The Boussinesq ap
proximation retains only the first-order velocity derivatives and 
does not account for the nonisotropic behavior of the turbulent 
stresses. Thangam and Speziale (1991) found that nonisotropic 
effects play a strong role in the prediction of separated flow 
behavior. They also found that modifying the k-e model to 
include higher-order nonisotropic effects yields good predic
tions for backstep flows. This involved using the nonlinear k-
e model of Speziale (1987) which accounts for nonisotropic 
effects by including the second-order derivatives of the main 
and cross-stream velocities. Improved predictions of separated 
flows past backsteps using the nonlinear k- e model have also 
been obtained by Speziale and Ngo (1988) and Thangam and 
Hur (1991). Acharya et al. (1994) obtained improved flow 
predictions using the nonlinear model for flow past a rib. 

The main objectives of the present investigation are (1) to 
obtain detailed measurements of the heat transfer and tempera
ture in the flow past a wall-mounted, two-dimensional rib, (2) 
to evaluate the ability of the A-S functionalized k- e model and 
the nonlinear k- e model to predict the flow, temperature, and 
heat transfer behavior in the vicinity of the rib, and (3) to 
evaluate the performance of the wall functions of Launder and 
Spalding (1974) (WF I), Chieng and Launder (1980) (WF 
II), and Johnson and Launder (1982) (WF III) in predicting 
the heat transfer behavior. 

The Experimental Setup and Procedure 

The experimental setup and flow measurement system are 
shown in Fig. 1(a). Air was drawn into the duct through a 
5.25-to-l contraction section containing a honeycomb baffle 
and four screens. The test section (see Fig. 1(b)) was placed 
40 hydraulic diameters downstream of the duct inlet. It was 
101.6 cm long, 30 cm wide, and 6.1 cm high, and was followed 
by an after-duct diffuser and a blower, operating in the suction 
mode. A 6.35 mm X 6.35 mm square rib was mounted on the 
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Fig. 1 (a) Schematic of the experimental setup (b) test section and 
computational domain 

lower wall, just downstream of the inlet to the test section, 
using double-sided tape. 

The flow measurements were performed using a two-color 
DANTEC fiber optic LDV system. Each measurement consisted 
of 2000 samples at each location recorded at sampling rate that 
varied from 25 samples/s in the near-wall recirculating region to 
1500 samples/s at the outer edge of the shear layer. Measurements 

N o m e n c l a t u r e 

Cx, C2, C)l = turbulence model con
stants; C, = 1.44, C2 = 
1.92, C, = 0.09 

C.vl , Cs\w, C J 2 , 

CS2„, C„, = A-S functionalized 
model constants (Table 
2) 

CD - nonlinear turbulence 
model constant, CD = 
1.68 

D = hydraulic diameter, D 
= 101.6 mm 

E, E* = expressions/constants 
used in the low Re 
model 

,/^,/E = expression/constants 
used in the low Re 
model 

h, H = rib height, channel 
height 

k = turbulent kinetic en
ergy 

K = thermal conductivity of 
air 

n — normal coordinate 
Nu = local Nusselt number 

P — production of turbulence 
kinetic energy, (j,,G (Eq. 
(5)) 

p = pressure 
Pr, Pr, = Prandtl number, turbulent 

Prandtl number 
Q, q" = total heat input, and sur

face heat flux, Q = 85 W, 
q" = 280 W/m2 

Rc = radius of curvature 
Re, Re„, Re, = Reynolds number, Re = 

U„Dlv; sublayer Reyn
olds number, Re„ = 
yjklnlv; Turbulence 
Reynolds number Re, = 
pk2/e[i 

s = streamline coordinate 
T = temperature 

u, u' = streamwise velocity and 
its fluctuating component 

U0 = freestream velocity, 3.6 
m/s 

v,v'= cross-stream velocity and 
its fluctuating component 

x, y = Cartesian coordinates 
measured from the down
stream corner of the rib 

x +, y+ - x, y expressed in law-of-
the-wall coordinates, x+ 

= x/v(Clnk)U2,y+ = 
y/viC^k)1'2 

xR = reattachment length 
e = dissipation of kinetic en

ergy 
K, K* = von Karman constant 

K* = KC]!4 

JX, y,,, /xcff = dynamic viscosity, turbu
lent viscosity, effective 
viscosity 

p = density 

v = kinematic viscosity 
ak, ae = turbulence model con

stants, cx* = 1.0, <7e = 1.3 
~ix, TVV, T™ = turbulent stresses 
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for sample sizes ranging from 2000 to 10,000 were performed at 
various locations with less than a one percent difference in the 
mean and rms values. As recommended by Driver and Seegmiller 
(1982, 1985), the mean velocities and Reynolds stresses were 
obtained by ensemble averaging without bias correction. The un
certainties were calculated to a 95 percent confidence level (Kline 
and McClintock, 1953); they were: ±3.5 percent and ±3 percent 
for the mean u and v velocities, ±5 percent and ±4.5 percent for 
the streamwise and cross-stream turbulence intensities and ±8 
percent for the turbulent shear stress. 

Measurements of the velocities at selected spanwise locations 
indicated that the flow was essentially two-dimensional in the 
midspan regions ( —18/i < zlh < I8/2). All velocity measure
ments reported in this paper are at zlh = 0, the centerline of 
the wind tunnel. 

For the heat transfer experiments, a constant heat flux boundary 
condition was simulated by dissipating dc current in a 0.025-mm 
thick (±10 percent) stainless steel shim epoxied to the upper 
surface of a plexiglass bottom wall. The rib, which spanned the 
entire test section width, was positioned with its upstream face 
flush with the leading edge of the shim. Chromel-constantan ther
mocouples (0.076-mm dia.), spot welded to the bottom of the 
shim at 5.1 mm intervals along the centerline, were used to mea
sure the local shim temperatures. Thermocouples positioned at 
off-centerline locations confirmed that the spanwise temperature 
variation was less than four percent of the minimum shim-to-
bulk-fluid temperature difference. The maximum effect of the 
heating current on the measured thermocouple voltage was less 
than 12 pN (0.2°C), which is within the uncertainty of the temper
ature measurement. A 0.076-mm diameter chromel-constantan 
thermocouple was also used to measure the flow temperatures to 
within a ten percent uncertainty. 

Local Nusselt number results for the heated bottom wall of the 
test section were determined from the local convective heat flux 
and the measured shim temperatures. The local convective heat 
flux was determined by subtracting conduction and radiation heat 
losses from the local electric heat flux generation, which was 
determined from measurements of the current supplied to the shim 
and the temperature-dependent electrical resistivity of the shim. 
A finite difference procedure was used to compute the conduction 
losses. The temperatures measured along the shim and along the 
inner surfaces of the side walls and top wall of the test section 
were used as boundary conditions in the heat conduction code. 
Both the conduction and radiation heat losses were five percent 
of the local electric heat flux generation. The uncertainty in the 
local Nusselt numbers is ±5 percent. 

Based on the measured temperatures, an estimate of 
Gr#/Re« was made and found to be less than 0.002. This implies 
that the temperature differences, and therefore the associated 
density differences are small, and property variations and buoy
ancy effects can be neglected. 

Modeled Equations 

The Standard k-e model. The equations expressing mo
mentum conservation for an incompressible turbulent flow are 
given by 

dui _ dp _d_ (dut\ drij 

' dxj dxj dxj \ dxj) dxj 

where TV represent the turbulent stresses. 
The standard k-e model (Launder and Spalding, 1974) is 

based on the Boussinesq approximation: 

2 , r / 9^ du,\ 

,,= - - ^ + ̂ - + ^ j . (2) 
The effective viscosity fj,s!! is defined as 

peSi = fj, + p„ p, = pC„ |/^| — (3) 

where C^ is a constant (typically 0.09) and/^ is a near-wall 
damping factor. The quantities bounded by vertical bars in the 
above equation and in the equations that follow are included 
only in the low Re version of the model. 

The modeled transport equations for the turbulent kinetic 
energy and its dissipation (k and e) are expressed as 

dk d ((, . p,\ dk\ „ „ (dkmY 

dxj dxj \ \ ak) dxj/ \ dy j 

dxj dXj \ \ <T£ / dxj I k 

-<*TH*?(0)1< 4 ' 
In Eq. (4) , the production of kinetic energy P (= p,G), in 
Cartesian coordinates, is 

^=r*(!f) 
-+{(£)'•(!)"} •(!•£)"]• -

The modeled temperature transport equation is again based 
on the Boussinesq approximation, —u\T = (p,/p Pr,)(<977 
dx,), and is given by 

dT dT d I dT\ d I dT\ ,,^ 
pu —- + pv — = — [peff — I + — I rtar — I (6) 

ox dy dx \ dxj dy \ dy J 

where the effective diffusion coefficient is pc{f = pIP, 
+ /VPr,. 

To account for the near-wall effects in the standard high Re 
k- e model, wall functions are used. In this work, three different 
wall functions, denoted by WF I, WF II, and WF III, will be 
considered in order to assess their effect on the heat transfer 
predictions: 

WF I (Launder and Spalding, 1974): This requires the first 
interior grid point to be at a distance of y+ > 11.5 from the 
wall and requires modifying the diffusion coefficient at the wall 
to satisfy the law-of-the-wall relationship. Thus, for the velocity 
component parallel to the wall, the diffusion coefficient at the 
wall is modified as 

Peffatwan = . - . ^ \ a + . where y+ = p y- (C^k)1'2 (7) 
2.5 In (9y ) \i 

where y and k in the above equation are defined, respectively, 
as the normal distance from the wall and the turbulence kinetic 
energy at the first grid point away from the wall. This is tanta
mount to assuming Couette flow in equilibrium near the wall, 
with the velocity near the wall given by 

TiL= = - l n £ ^ ( C W 2 . (8) 
srjp K V 

Note that the wall function approach adopted in this paper, as 
specified by Eq. (7) , requires the modification of the wall diffu
sion coefficient, and together with the specification of no-slip 
wall conditions, will yield wall-shear consistent with the 
Couette flow analysis. The normal distance from the wall, used 
in computing y+ in Eq. (7) requires special attention near rib 
corners where the near-wall point is in the vicinity of two walls. 
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In these cases, an effective y, defined by Eq. (21) with y, and 
y2 representing distances from the two walls, is first computed 
before Eq. (7) is used to calculate y +. 

WF II (Chieng and Launder, 1980): This defines y+ on 
the basis of kv (the value of k at the edge of the viscous sublayer) 
instead of k at the near-wall grid point. Thus, Eq. (8) is replaced 
by 

uku2 1 v 

rjp K* v 
(9) 

The sublayer thickness yt = {yjv)(k„)[n (which can also be 
interpreted to be the sublayer Reynolds number Re„) is assumed 
to be a constant equal to 20. Special care has to paid to the 
evaluation of the production and dissipation rates of k at the 
near-wall node (Chieng and Launder, 1980). Sindir (1982) also 
details the implementation of this wall function for a flow past 
a backward-facing step. This procedure was followed in the 
present study. 

WF III (Johnson and Launder, 1982): In WF II, the 
sublayer Reynolds number Rev is taken as constant (= 20). 
Johnson and Launder (1982) have shown that WF II (with 
constant Re„) does not improve upon the heat transfer predic
tions obtained using WF I. They redefined Re„ as 

Re„ = 
20 

1 + CRk 
CR = 3.1; \ = (10) 

where kw is the value of k at wall obtained by extrapolation. 
The same wall diffusion coefficient for the temperature is 

used for all three wall functions: 

Meff al wall 

Pr, 
M y 
Pr,2.5 1n(9y + ) + Prfn 

Prfn = 

Pr 

Pr, 
- 1 

(11) 

The near-wall dissipation value is prescribed from equilibrium as 
e = C3J*kV2/y, and the wall gradients of k and e are set to zero. 

As noted earlier, the quantities f^,fe, and E are used in the 
low Re model. Two common choices for these quantities have 
been proposed by Jones and Launder (1987) and Nagano and 
Hishida (1987), and are tabulated in Table 1. Unless otherwise 
noted, the prescription of Jones and Launder (1972) has been 
used in the present work. 

The Nonlinear k- e Model. The nonlinear k- e model of 
Speziale (1987) retains the tensorially invariant eddy viscosity 
of the standard k- e model and adds the second-order derivatives 
of the streamwise and cross-stream velocities to the Boussinesq 

approximation to account for the nonisotropic behavior in the 
turbulent stresses. These extra second-order terms are incorpo
rated as source terms in the momentum equations and in the k 
and e transport equations. The source terms are kept frame 
indifferent, and they can be included in a standard computer 
program that solves Navier-Stokes-type equations. 

For two-dimensional flows, the individual components of the 
stress terms in the nonlinear model (Speziale, 1987) can be 
written in Cartesian coordinates as 

k du 
- ^ pk + 2pC„ — ^ + ACopC\ - j 

e ox t 

1 (duV 

3 \dx) 

\2\dy) 6 \dydx) + 12 \dx) + h (12) 

2 , „ „ k2 dv Ar, ^ e 
TW = --pk + 2pCli — — + ACDpCl — 

3 e dy e 

\(dv)2 

3\dy, 

12 \dx) 6\dy dx) + \2\dy) + h 

k2 I du dv 

e \dy dx 

(13) 

Txy = PC^ — [ — + — 

+ 4CDpC£ -
du dv ( du dv 

dy dy \ dx dx 
— \+h (14) 

where 

d ( du\ d ( du 
h = \U + 7 T - U — 

ox \ dx J dy \ dx 

d_ I dv\ d_l d£ 
dx\U dy) + dy V dy) ' 

= d_ I i_(du dv\\ d_l 1/du dv 
h dx \ 2 \ dy + dx) ) + dy \ 2 \ dy + dx 

(15) 

The nonlinear model also requires that wall functions be used 
to account for near-wall effects. In this study, only WF I (Eq. 
(7)) was used for the nonlinear model. 

The predictions by the nonlinear model showed minor kinks 
in the profiles of the turbulent stresses when tu t2, and f3 were 
included in Eqs. (12), (13), and (14), respectively. Speziale 
and Ngo (1988) observed that dropping these terms from the 
expressions for turbulent stresses in the nonlinear k- e model 
reduced the predicted recirculation length downstream of the 
backstep by 6.25 percent but had a relatively small effect on 

Table 1 Low Re model parameters 

Parameter Jones and Launder, 1972 Nagano and Hishida, 1987 

/, c-tpf A'" I H-0 /, 
" ' n \ l + Re,/t,J H-0 

f, l -0 .222exp[ -^ - | l-0.222cxp - — M 

E 2 W , 
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the turbulent stress intensity. In the present study, a 5.4 percent 
decrease was noted in the predicted recirculation length by ne
glecting the second-order derivatives and no significant changes 
in the rms velocity fluctuations (less than one percent) were 
observed. Therefore, for the results presented in this paper, t\, 
t2, and ?3 are dropped from Eqs. (12) — (14), respectively. 

Algebraic Stress (A-S) Based Functionalized k-e Model. 
In deriving the equations for the A-S functionalized model, this 
study follows the approach of Gooray (1982) in equating the 
algebraic stress expressions for the turbulent shear stress with the 
corresponding Boussinesq approximation. This is done in both 
the streamline (s, n) coordinate system for flow upstream of 
reattachment, and in (x, y) coordinate system for flow down
stream of reattachment. However, unlike Gooray (1982), a coor
dinate transformation was used to obtain the stress expressions in 
the s-n coordinate system, and further, all expressions and con
stants for the individual stress components are consistent with 
those given by Launder et al. (1975). The A-S functionalized 
expressions in the present model are therefore different, and more 
consistent, compared to those presented by Gooray (1982). 

The Boussinesq approximation for the turbulent shear stress 
in s-n coordinates is given by 

Table 2 Constants for A-S functionalized k-e model 

~UiUn O^ 
dn 

(16) 

where Rc is the local radius of curvature. The corresponding 
algebraic stress expression (Launder, 1971), in s-n coordinates, 
obtained following a coordinate transformation, is given by (see 
Dutta and Acharya, 1993; Lee et al„ 1988) 

3 
(k2/e)A'[A'(P/e) - 1] 

-usu„ = 

du, us 

dn Rc 

where 

k2 

e -2 I Rc \ dn Rc 

Constant Value Reference 

Csl 1.8 Sindir, 1982 

Cs2 0.6 Sindir, 1982 

Csl w 0.305 Launder, Reece and Rodi, 1975 

cs2w 0.037 Launder, Reece and Rodi, 1975 

Cw 2.44 Gooray, 1982 

on 3.2 Amano and Chsii, 1988 

CT2 0.5 Amano and Chai, 1988 

CTlw 0.244 Amano and Chai, 1980 

Am 3.4 Gooray, 1982 

A r 0.02 Jones and Launder, 1972 

in 2.0 Gooray, 1982 

Equating -u'su'„, from Eq. (16) (the Boussinesq approxima
tion), with Eq. (17) (the algebraic stress expressions) leads to 
a functionalized expression for C^: 

C = - A' 
C* 3 

A M * (22) 

Note that the expression for 54 (Eq. (18)) used in Eq. (22) 
above is different from that reported by Gooray and co-workers. 
The difference is due to the fact that in the present work, a 
coordinate transformation has been used to express the shear 

( ! ' ) stress -u'su'n, while Gooray and co-workers directly expressed 
-u'su'n from the Cartesian expression for -ujuj by replacing 
the (i,j) indices with (s, n) indices. 

In the x-y coordinate system, a similar approach to that above 
leads to the following expression for C^ (Dutta and Acharya 1993): 

A' 

+ 4A"(A' + A " ) C ^ + ^ 
\ dn Rc 

1 - C M 

1 + Csl - Cstwf 
e \x 

(18) 

Cs2wf 

A" 

A' 

1 
(19) 

and Csi, CS2, Cslw, CS2w are model constants (Table 2). From 
dimensional and intuitive arguments, f(Ux) which represents a 
function that accounts for near wall viscous damping, can be 
written as 

/ (20) 

where x is the distance from the vertical rib face (1 /JC is set to 
zero if the location of interest is above the rib) and y is the 
effective mean of yt and y2, the vertical distances from the 
lower and upper walls, calculated as 

(21) 

The constants Cw and m are also given in Table 2. 

cu = 
A ' £ - -A' - 2A" + A' - 2A[ — 

lap 

du dv 
dy dx 

1 + -2/1 

2a0 

•k-2A {-(HI 
(23) 

where 

A = - A ' — 
dy 

2A" — ; a = - A ' —-
dy dx 

. „ ( dv du 
\dx dy 

P = - A 
du 
dy 

, „, dv du 
A" | — + — 

^dx dy 
(24) 

The values of all constants used in the above model are given 
in Table 2, and it should be noted that no attempt has been 
made to change any of the constants from the accepted values 
in the literature (Launder, 1971). 

Since the algebraic stress model accounts for the streamline 
curvature, pressure-strain interactions, and near-wall damping, 
the functionalized forms for C/J, (Eqs. (22) and (23)), there
fore, incorporate these effects. The use of these A-S function
alized forms is, therefore, a better choice than the constant value 
of 0.09 commonly employed. 

The functionalization of the turbulent Prandtl number follows 
the procedure described above. The Boussinesq approximation 
for the turbulent scalar flux, —pu'nT' in s-n coordinates and 
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-0.5 0.0 0.5 1.0 1.5 u/U (U =3.6 m/s) 

Fig. 2 u/U0 plots for different grid distributions; standard k-e model 
case III ( 75 x 28, 175 x 88, 275 x 150) 

—pv'T' in x-y coordinates, is equated with the algebraic stress 
approximation, and an expression for the turbulent Prandtl num
ber is derived (Dutta and Acharya 1993). The expression in s-
n coordinates is 

Pr, = C„ 
5Ti 

ST2 
(25) 

where 

ST, = 1 + 2 
, k\ us t dus us 

+ — r e) Rc \dn R, 

(j)'T = 4>r(\ - c r 2 ) ; 
l 

ST, 

c„ + Wl i ) + i ( f - i 

Cj£(du,_ulUu1{2A,+4),) 

(26) 

dn RCJ\RC 

, du, 3us \ .,, \ 1 / . , P 
(27) 

The values of the constants CT1, CT2, and CT\W are based on 
those reported in the literature and are given in Table 2. 

It is important to note that the A-S functionalized model 
presented here has been derived from first principles using con
sistent expressions. The model has been implemented in two 
forms. In the first form, the model has been used with the high 
Re formulation using wall functions. In its second form, the 
model has been implemented in a double-pass procedure, where 
in the first pass, a high Re standard k- e formulation is used 
to predict the reattachment location, and in the second pass, 
downstream of reattachment, a low Re A-S functionalized for
mulation is used, and upstream of reattachment, the high Re A-
S functionalized formulation is employed. The rationale for the 
double-pass approach, as explained by Gooray et al. (1985), is 
that while the low Re model has been noted to perform well in 
developing boundary layer-type situations, it does not do well 
in separated regions. In fact, Chieng and Launder (1980), and 
Yap (1987) both used the low Re model for an abrupt pipe 
expansion and report Nusselt numbers five to seven times higher 
than those measured in the vicinity of reattachment. While 
source terms corrections to the dissipation equation have been 
proposed to remedy this problem, this approach has not been 
used here. Rather, the two-pass formulation is used, where in 
the second pass, the high Re model is used in the separated 
region, and the low Re formulation is used only downstream 
of reattachment. 

Computational Domain and Boundary Conditions. The 
computational domain is shown in Fig. 1(b). Measured inlet 
boundary conditions were provided for the computations. The 
inlet and outlet positions relative to the rib were given as - 15/z/ 
30h. The measured velocity profile at —I5h (inlet) consisted 
of turbulent boundary layers on the top and bottom surfaces and 
a turbulent potential-core region in the middle. The turbulent 
boundary layers on the top and bottom surfaces were found to 
match the empirical expressions for a turbulent flat-plate veloc
ity profile. Therefore, the following inlet profile was specified 
for the computations 

u 

~U0 

if y/6„ < 1 and yl8u > 

In x-y coordinate system, the expression for Pr, is given by 

, k\2 dv du 
£ / dx dy 

Pr,=-

k ,, dv \ I , k ,, du 
1 + _ < ^ — 1 +-<1>T — 

e ay j \ e ox 
<t>r ~Ti I • , . k du\ , , , 1 dv • 
^ u ' 2 1 +<t>T-—) -<J>'T4>T-—' 
k \ t dx I t dx 

(28) 

U„ 
= 1 if 1 y/8,, « ( " - l (29) 

where the boundary layer thickness <5„ and the channel height 
//were specified as 33h and 61 mm, respectively. The specified 
velocity profile fit the measured profiles to within five percent. 

The measured k profile (assuming w'2 = \(u'2 + v'2)) was 
used directly and the inlet e profiles was specified using a com-

x/h = -1.4 -0.5 

-0.5 0.0 0.5 1.0 1.5 

Fig. 3 Mean streamwise velocity at different xlh locations (0 experimental data, standard k-e model, 
. . . . nonlinear model, functionalized model) 
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x/h = -1.4 -0.5 0.0 0.4 0.6 2.2 5.4 7.1 

-0.5 0.0 0.5 v/u 

Fig. 4 Mean cross-stream velocities at different x/h locations (Legend: see Fig. 3). 

monly employed empirical expression (e = CDkh5/X, where \ 
is a length scale and CD is a constant) as e = kL5/H. 

At the outlet, zero-gradient flow conditions were specified 
for all quantities. No-slip conditions for the velocity and the 
wall conditions for the turbulence quantities were specified at 
all of the bounding surfaces, including the rib surfaces. 

For the temperature equation, the constant heat flux value 
measured in the present experiments was specified for the 
heated bottom wall, starting at the downstream face of the rib. 
Recall, for the experiments, the start of the heated wall coin
cided with the upstream face of the rib. The incoming flow was 
assumed to be at room temperature and zero-gradient conditions 
were imposed at the outlet and the top wall. 

Computational Details 

Numerical Scheme. The numerical solutions were ob
tained using the control-volume-based formulation of Patankar 
(1980). In this procedure, the domain is discretized by a series 
of control volumes, with each control volume containing a grid 
point. Each differential equation is expressed in an integral 
manner over the control volume, and profile approximations are 
made in each coordinate direction, leading to a system of alge
braic equations that can be solved in an iterative manner. Pres
sure-velocity interlinkages are handled by the SIMPLER formu
lation (Patankar, 1980). 

A box filter (Clark et al., 1979) was necessary in computing 
the source terms for the nonlinear model to smooth out the 
shear stress and velocity profiles. The velocity field was filtered 
once before calculating the velocity gradients that appear in the 
source terms. The shear stress terms were filtered three times 
before using them in the source or generation terms. 

In the double-pass model, at the reattachment point a transi
tion has to be made from the high Re model used upstream of 

the reattachment point to the low Re model. Since, in the low 
Re model, grid points have to be placed in the viscous sublayer 
(y + < 11.5), these grid points at the reattachment plane do not 
have corresponding upstream grid points in the recirculation 
region where wall functions that require the first grid point to 
be outside the viscous layer are used. Thus, for the points in 
the viscous sublayer that are in the reattachment plane, the 
profiles for all variables have to be based on the variable values 
outside the sublayer, computed from the high Re model calcula
tions up to the reattachment point. For the u velocity, the law 
of the wall u * = y+ is used up to the first point outside the 
viscous sublayer. The cross-stream velocity is assumed to be 
zero, k is interpolated linearly from a zero value at the wall to 
the value computed outside the viscous sublayer, and t is speci
fied to be a uniform value obtained from the equilibrium rela
tionship. 

Grid-Independence Studies. Grid-independence studies 
were performed for all three models. With the standard and 
nonlinear k-e models, results for grid sizes of 75 X 28, 175 X 
88, and 275 X 150 were obtained. In all cases, a single-block 
grid was used, and the grid spacing in both the x and y -directions 
were reduced in a smooth, monotonic manner toward the rib 
faces. However, the y+ value of the first grid point away from 
the surface has to be maintained at a value of 11.5 or greater, 
and this required a few trial runs and iterative adjustments of 
the near-wall grid points. Additional details on the grid distribu
tions are given in Dutta (1991). 

The recirculation lengths predicted by the nonlinear model 
on the 175 X 88 and 275 X 150 meshes were within nine percent 
of each other; the corresponding deviation for the standard k-
e model is six percent. The predictions for u/U0 at two loca
tions, for the different grid sizes are shown in Fig. 2 for the 
standard k- e model. Note, the agreement between two profiles 

x/h=-1.4 -0.5 0.0 0.4 0.6 2.2 3.8 5.4 7.1 

0.0 0.6 

Fig. 5 Streamwise turbulence intensity at different x/h locations (Legend: See Fig. 3). 

( U ) / U r , 
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x / h = -1 .4 -0.5 0.0 0.4 0.6 2.2 3.8 5.4 7.1 

0.3 I V / 2 , 

Fig. 6 Cross-stream turbulence intensities at different x/h locations (Legend: See Fig. 3). 

on the 175 X 88 mesh and 275 X 150 mesh is quite good. 
Although the solutions on the 175 X 88 grid appear to be grid 
independent, all of the solutions presented in this paper were 
obtained using the 275 X 150 grid. 

With the A-S functionalized model, results were obtained 
with a 115 X 49 mesh (with six grid points in the viscous 
sublayer) and with a 165 X 75 mesh (with 11 grid points in 
the viscous sublayer). The reattachment lengths predicted by 
the two meshes are found to be within six percent of each other. 
Comparisons of individual profiles on the two meshes showed 
excellent agreement. All A-S functionalized model results pre
sented in this paper are from the 165 X 75 mesh calculations. 

Results and Discussion 

Flow Results. Figure 3 shows the measured streamwise 
velocity in the vicinity of the rib ( — 1.4 •& x/h < 7.1), and 
the predictions obtained with the three turbulence models. In 
addition to the flow separation upstream and downstream of the 
rib, the measurements indicate a separated flow region blan
keting the rib surface. 

All three models predict the mean streamwise velocities quite 
well, with the nonlinear model showing the best agreement with 
the experimental data, particularly on the high-speed side of the 
separated shear layer. In the separated flow regions, before and 
after the rib, all three models underpredict the magnitude of the 
velocities, with the standard k-e model showing the largest 
degree of error. In the downstream separated regions, the nonlin
ear and the A-S functionalized model predictions are in reason
ably good agreement with each other. The standard k- e. model 
overpredicts the growth of the separated shear layer and leads 
to reattachment lengths that are smaller than experimentally 
observed. This behavior is consistent with that observed in flow 
past backsteps. The nonlinear model, as noted earlier, predicts 

the growth of the separated shear layer on the high-speed side 
particularly well, but on the low-speed side of the separated 
flow region, the rate of growth lags the measured growth rate, 
and the predicted reattachment is downstream of that observed 
experimentally. The A-S functionalized model predictions lie 
between the nonlinear model and the standard k- e model pre
dictions. 

The measured cross-stream velocities (Fig. 4) indicate a 
large streamline curvature close to the rib. All three models 
consistently underpredict the magnitude of the v velocity, and 
also the streamwise evolution of the flow. Except in the near-
field of the downstream separated region (0 < x/h =s 0.6, ylh 
=s 1), the model predictions are generally in good agreement 
with each other. 

The reattachment length has been widely used in the literature 
as a measure of a model's performance. Depending on the ma
trix of measurement locations, there is, however, considerable 
uncertainty associated with the reported value for the reattach
ment point. In the present study, the measured reattachment is 
estimated to be dXxRlh = 6.3 ± 0.9. Within the limits of numeri
cal uncertainty, the model predictions yield the following values 
for reattachment: xR/h = 5.9 for the standard k- e model, xRl 
h = 7.5 for the nonlinear model, and xRlh = 7 for the A-S 
functionalized model. In view of the uncertainty associated with 
the measured reattachment value, it would be difficult to make 
a definitive conclusion on the performance of the models. What 
can be said, however, is that the standard k-e model underpre-
dicts the reattachment length (due to an overprediction of turbu
lent viscosity), as is widely reported in the literature pertaining 
to flow over backsteps, and that both the nonlinear and the A-
S functionalized model correct this behavior resulting in larger 
values of the predicted reattachment lengths (associated with 
smaller values of the turbulent viscosity). 

x / h = - 1 . 4 - 0 . 5 0.0 0.4 0.6 2.2 3.8 5.4 
6 

7.1 

0 75 _ u v / u re( X 1000 

Fig. 7 Turbulent Shear Stress at different x/h locations (Legend: See Fig. 3). 
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Fig. 8 Local Nusselt numbers (O experimental data; standard k-e 
model ( WF I, WF II, • • • WF III); nonlinear model, 
WFI) 

30 x / h 

Fig. 10 Local Nusselt numbers at downstream locations of the rib (O 
experimental data; standard k-e model; double pass (low-
Re model; Jones and Launder, 1972); double pass (low-Re 
model; Nagano and Hishida, 1987)). 

The streamwise turbulence intensity is shown in Fig. 5. The 
largest values of the turbulence intensities are measured directly 
above the rib, with near-wall peak values as high as four times 
the freestream value. Downstream of the rib, the peak values 
decay and the profiles expectedly become more uniform. Al
though the general features of the flow-field are similar to those 
for backstep flows, there are notable differences. The most im
portant difference is that the streamwise turbulence peaks di
rectly above the rib and not immediately downstream of the rib 
backface as in backstep flows (Chandrasuda and Bradshaw, 
1981). This is due to the fact that in the ribbed-duct flow, the 
flow separates upstream of the rib leading to regions of high 
mean-flow gradients and increased turbulence production di
rectly above the rib. In backstep flows, there is no analogous 
flow separation upstream of the step face, and therefore the 
turbulence flow-field, and its development in the near-field of 
the step face, is different than that observed here for a ribbed-
duct flow. 

All three models underpredict the measured values, but the 
nonlinear model predictions are superior to the predictions of 
the other two models. In the vicinity of reattachment (5.4 == x/h 
s; 7.1), the nonlinear model results are in reasonable agreement 
(within ten percent) with the measurements, except close to the 
wall. With the standard k-e and the A-S functionalized k-e 
models, the deviations of the predictions from the measured 
values are much greater, with the peak values underpredicted 
by nearly 30 percent. 

It is well known that the near-wall turbulence intensities have 
a significant effect on the surface heat transfer. However, the 
near-wall predictions of all three models are comparable, and 
the nonlinear model which, compared to the other two models, 
shows improvements away from the wall, does not show any 
significant improvements close to the heated surface. 

The cross-stream turbulence intensities (Fig. 6) are consider
ably smaller than the streamwise intensities close to the rib 
( — 1.4 £ x/h < 2.2), indicating the nonisotropic nature of the 
separated flow. Downstream of reattachment, the cross-stream 
and streamwise turbulence intensities become more comparable 
in magnitude. In general, the models overpredict the measured 
values on the high-speed side, and underpredict them in the 
separated flow regions. The standard k-e model predicts the 
largest magnitudes of the cross-stream intensity; the nonlinear 
model predicts the lowest values, and the A-S functionalized 
model predicts values that are between the other two predic
tions. The nonlinear model, due to its nonisotropic nature, at
tempts to correct the predictions of the linear isotropic Bous-
sinesq model for the stresses used in the standard k- e model. 
Although these corrections improve the predictions (the nonlin
ear model predictions are in the best agreement with the mea
sured values on the high-speed side, ylh > 1.5), the compari
sons in the separated flow region are, however, not very satisfac
tory. In the vicinity of reattachment, and downstream of it (5.4 
rs x/h < 7.1), the model predictions are in good agreement 
with the measured values, with the nonlinear model showing 
the best agreement. 

The measured shear stresses (Fig. 7) downstream of the rib 
are consistent with those reported for flow past a step. Past 
the downstream separation point (x/h = 0), the peak value is 
consistently underpredicted. Again, the nonlinear model shows 
the best agreement, with all models showing good agreement 
with the measured values downstream of the reattachment point. 

Heat Transfer and Temperature Results. Figure 8 pre
sents the local Nusselt number results obtained from the stan
dard model using wall functions WF I, II, and III, the nonlinear 

(T-T in,.,).K.D.10./Q 

Fig. 9 Mean temperatures (O experimental data; standard k-e model 
( WF I, WF III); nonlinear model, WF I) 
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Fig. 11 Mean temperature at different downstream locations of the rib 
(O experimental data; standard k-e model; double pass). 
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30 x/h 

Fig. 12 Local Nusselt numbers at downstream locations of the rib 
(O experimental data; s-n c.c. (WF I); x-y c.c. (WF I); • • • x-
yc.c. (WFIII)). 

model using WF I, and the experiments. The local Nusselt 
number is calculated as Nu = q"D/(K(Tw(x) - Th(x)), where 
D is the hydraulic diameter and K is the thermal conductivity 
based on (Tw(x) + Tb(x)l2. It should be emphasized that the 
heat transfer data were taken in a duct nearly identical to the 
cold-flow duct used for the flow measurements. 

Figure 8 shows that for WF I, the maximum Nusselt number 
is underpredicted by both the standard and the nonlinear models, 
with the standard model performing better up to about x/h = 
4 and the nonlinear model performing better downstream of xl 
h = 4. It is seen that the peaks are achieved at different loca
tions: x/h = 4.4 (±0.4), 5.0 and 6.3, for the experiments, the 
standard model, and the nonlinear model, respectively. This is 
because of the different reattachment lengths. The peak loca
tions upstream of the reattachment point are roughly 1.9, 0.9, 
and 1.2 rib heights for the experiments, standard model, and 
nonlinear model, respectively. The predicted peak values for 
the two models were found to coincide with the location of the 
highest near-wall turbulent kinetic energy value, so the peak in 
the surface heat transfer is correlated directly to the near-wall 
turbulence levels generated by the separation of the flow. 

The underprediction of the peak Nusselt number by both the 
models can be attributed, in part, to the handling of the near-
wall effects using WF I and the assumption of equilibrium of 
turbulence in the near-wall region. The equilibrium assumption 
is valid for a plane channel flow, but in a separated shear layer 
flow, the production and dissipation of turbulent fluxes are not 
in equilibrium at all locations (Acharya et al., 1994). 

In order to examine the role of the near-wall assumptions on 
the Nu predictions, results are also presented in Fig. 8 for the 
standard model using WF II and III. The figure shows that the 
use of WF II has a minimal effect on the Nu predictions. Recall 
that Johnson and Launder (1982) found that the use of WF II 
did not improve significantly upon the heat transfer predictions 
of WF I; consequently, they proposed WF III. It is seen that 
the use of WF III yields predictions that are in excellent agree
ment with the experiments up to the peak Nu location. However, 
beyond this point, the use of WF III results in a substantial 
overprediction of Nu. 

Figure 9 shows the mean temperature profiles in the fluid. 
The WF II results were identical to those of WF I and are 
omitted. The calculations overpredict the measured tempera
tures, regardless of the model or wall function used. Overpre
diction of the temperatures implies larger ^,/Pr, values in the 
computations than in the experiments. However, the predictions 
show a thinner thermal shear layer than the experiments. These 
observations point to the inappropriateness of a constant Pr, 
assumption. For WF I, the standard model performs better than 
the nonlinear model at x/h = 0.6, but the predictions merge 
together, and they all do a better job of predicting the measured 
values as the shear layer develops. In keeping with the local 

Nusselt number data, the use of WF III results in improved 
temperature predictions, especially near the rib (x/h = 0.6 and 
1.6). At larger values of x/h, the WF III predictions merge 
together with the other predictions and the experimental results. 

Figure 10 shows the predictions of the A-S functionalized 
double-pass model. Up to the peak Nu position, the A-S func
tionalized double-pass model predictions show trends similar 
to the nonlinear model predictions. Compared to the standard 
k-e model, the A-S functionalized double-pass model better 
predicts the peak Nu value, but in the developing region, the 
double-pass model predictions fall even below the standard k-
e model predictions. The use of Nagano and Hishda's (1987) 
low Re formulation in the double-pass model leads to lower Nu 
predictions in the developing regions (20 == x/h < 30) com
pared to those obtained with the Jones and Launder's (1972) 
low Re formulation. The temperature predictions shown in Fig. 

II also indicate no noticeable improvements with the double-
pass model. 

The observations in Fig. 10 indicate that the use of a low Re 
model in a double-pass formulation is unsuitable for the ribbed-
duct flow configuration, and that a high Re model is better 
suited for such flows. Since, in Fig. 8, the use of WF III wall 
functions led to substantial improvements in the heat transfer 
predictions up to the reattachment point, results were obtained 
with the A-S functionalized high Re formulation with both WF 
I and WF III. The results shown in Fig. 12 indicate that the A-
S functionalized high Re model shows improvements over the 
double pass model, but still it does not considerably improve 
the standard k- e model predictions. Streamline curvature cor
rections based on Cartesian coordinates (x-y/c-c) everywhere 
appears to yield slightly better predictions than the use of curva
ture corrections based on streamline coordinates (s-n/c-c) up
stream of reattachment. The use of WF III again improves the 
predictions up to the reattachment point, but overestimates the 
measured values beyond this point. 

Temperature predictions shown in Fig. 13 indicate substantial 
improvements obtained with the x-y/c-c version of the model. 
The predictions have been obtained with both WF I and WF 
III versions. In fact, these model predictions virtually overlap 
the measured values. Recall that with the standard and the non
linear models, where a constant Pr, is used (Fig. 9) , the tempera
ture predictions were rather poor. Clearly, with Pr, function
alized as in the x-y/c-c version of the model, more realistic 
estimates of (fi,IVv,) are computed. The observed discrepancy 
in the Nusselt number is, therefore, attributable to the inability 
of the wall function approximations to correctly reproduce the 
near-wall turbulence in the vicinity of a rib. 

Conclusions 
Predictions of the flow, temperatures, and local Nusselt num

bers in a duct flow past a wall-mounted two-dimensional rib 
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Fig. 13 Mean temperature at different downstream locations of the rib 
(O experimental data; s-n c.c. (WF I, WF III); x-y c.c. (WF I, 
WF III)). 
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were obtained with the standard k-e, the A-S functionalized 
k- e, and the nonlinear k- e turbulence models using the wall 
function (WF I) proposed by Launder and Spalding (1974). 
Additional flow, temperature, and Nusselt number predictions 
were obtained using the wall functions (WF II and III) proposed 
by Chieng and Launder (1980) and Johnson and Launder 
(1982), respectively. The performance of the various models 
was assessed through comparisons with the laser-Doppler flow 
measurements and experimental flow, temperature, and Nusselt 
number results obtained for the present investigation. 

For WF I, the use of the nonlinear model resulted in improved 
predictions of the mean velocities near the upper edge of the 
shear layer. It also resulted in considerable improvements in 
the prediction of the streamwise turbulence intensity and shear 
stress. The A-S functionalized model showed only marginal 
improvements over the standard k- e model predictions. 

In predicting the surface heat transfer, none of the model 
predictions were very satisfactory. The local Nusselt number 
results showed that for WF I, both the standard and nonlinear 
models resulted in severe underpredictions of the local Nusselt 
numbers. In general, the nonlinear model predictions were better 
than those of the standard model; however, the standard model 
predicted the peak Nusselt number location better than the non
linear model. The use of WF II was observed to have only a 
small effect on the local Nusselt number predictions, while the 
use of WF III resulted in good agreement with the experimental 
results up to the peak Nu location. Downstream of the peak Nu 
value, WF III substantially overpredicted the Nu values. The 
temperature results showed that all of the models overpredicted 
the flow temperatures close to the rib, with the results of the 
predictions and those of the experiments merging together as 
the shear layer developed. Heat transfer predictions with the 
A-S functionalized double pass model showed only marginal 
improvements over the standard k- e model up to the reattach
ment point. However, the temperature predictions with the high 
Re A-S functionalized model, incorporating curvature correc
tions in Cartesian coordinates, showed substantial improve
ments, and agreed very well with the experimental data. 
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Thermal Bubble Formation on 
Polysilicon Micro Resistors 
Thermal bubble formation in the microscale is of importance for both scientific 
research and practical applications. A bubble generation system that creates individ
ual, spherical vapor bubbles from 2 to 500 pm in diameter is presented. Line shape, 
polysilicon resistors with a typical size of 50 X 2 X 0.53 pm3 are fabricated by 
means of micromachining. They function as resistive heaters and generate thermal 
microbubbles in working liquids such as Fluorinert fluids {inert, dielectric fluids 
available from the 3M company), water, and methanol. Important experimental phe
nomena are reported, including Marangoni effects in the microscale; controllability 
of the size of microbubbles; and bubble nucleation hysteresis. A one-dimensional 
electrothermal model has been developed and simulated in order to investigate the 
bubble nucleation phenomena. It is concluded that homogeneous nucleation occurs 
on the microresistors according to the electrothermal model and experimental mea
surements. 

1 Introduction 
The emerging technology of MEMS (microelectromechani-

cal systems) is shrinking mechanical devices into micro and 
nanometer scales. The trend of miniaturization has brought un
precedented research opportunities in conventional areas of me
chanical engineering. Many engineering challenges are ex
pected to be encountered when innovative microdevices are 
introduced. For example, the commercial success of bubble jet 
printers (Nielsen, 1985) has inspired many researchers to apply 
bubble formation mechanism as the operation principle in dif
ferent microsystems (Zdeblick and Angell, 1987; Sniegowski, 
1993; Evans, Liepmann, and Pisano, 1997; Tseng et al , 1996). 
It is important to study the bubble nucleation and heat transfer 
processes powered by MEMS microheaters before any of these 
microdevices may be optimally designed and operated. 

This paper addresses bubble nucleation mechanism and heat 
transfer processes generated by micro-polysilicon line resistors 
with a typical size of 50 X 2 X 0.53 /xm3. Experiments are 
recorded under a microscope by passing electrical power 
through the microresistive heaters while immersing them in 
subcooled working liquids. Several unprecedented bubble for
mation phenomena are observed, including stable and controlla
ble bubble sizes during the formation processes and bubble 
nucleation hysteresis. A one-dimensional electrothermal model 
is established based on the conservation of energy to help ana
lyzing the heat transfer process. In order to characterize the 
bubble nucleation mechanism, theories for both heterogeneous 
and homogeneous nucleation are investigated. 

1.1 Previous Works. Boiling phenomenon have been in
vestigated for centuries. Notable experimental investigations 
may date back to late 1960s. Clark, Strenge, and Westwater 
(1959) reported that pits with diameters of 0.0003 to 0.003 in. 
(8 to 76 pm) on a heated surface were active sites for nucleate 
boiling. Gaertner (1965) later conducted a series of photo
graphic studies and proposed a sequence for nucleate boiling. 
Other experimental and theoretical studies have followed 
(Hahne and Grigull, 1977; Stralen and Cole, 1979; Carey, 1992; 
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Stephan, 1992). However, little work can be found in the litera
ture for bubble formation using IC-processed micro resistors. 

Several researchers have studied bubble nucleation phenom
ena by small wire-type heating elements. For example, Pitts 
and Leppert (1966) used heated wires with a diameter of 0.0005 
to 0.051 in. (13 to 1200 p,m) in boiling experiments. Sun and 
Lienhard (1970) investigated the boiling process on horizontal 
Nichrome cylinders with a diameter of 0.0005 to 0.081 in. (130 
to 2060 pm). Bakhru and Lienhard (1972) studied boiling phe
nomena from small platinum cylinders of 0.001 to 0.004 in. 
(25 to 102 pm) in diameter. Bubble formation from very short 
heaters has also been investigated. Baker (1972; 1973) studied 
the heater length effects for single-phase force convection in 
pool boiling. Ma and Bergles (1986) used a 1500-/j,m long 
heater to study forced boiling convection phenomena. Recently, 
Lee and Simon (1988) used a 250 X 2000 pm2 heated patch to 
study the phase change process in a subcooled, fully developed 
turbulent flow. Nagasaki et al. (1993) examined the local heat
ing process by using microresistive heaters. All of the above 
studies contributed different aspects of bubble nucleation pro
cesses generated by small heaters. However, these heaters are 
relatively large when compared with the polysilicon microline 
resistors presented in this paper. 

Analytical theories have also been developed for years to 
explain the boiling phenomena. For example, Zuber (1961) 
developed a model for bubble growth in a nonuniform tempera
ture field near a heated surface. Hsu (1962) proposed a model 
that predicts the size range of active nucleation cavities on a 
heated surface. Mikic, Rohsenow, and Griffith (1970) estab
lished a model for predicting the initial radius of a vapor em
bryo. All of these models are based on pool boiling conditions 
for macroscale boiling processes. Therefore, they are generally 
not applicable for the microscale sub-cooled boiling tests as 
presented in this paper. Modifications or new theoretical deriva
tions would be required. 

2 Experiments 

Measurements are performed in a ' 'probe station'' apparatus 
that consists of an optical microscope and several micromanipu
lators as shown in Fig. 1. Electrical probes are placed right on 
the contact pads with the help of the micromanipulators. These 
probes provide electrical interconnections from the power sup
ply and instrument to the microdevices. In order to clearly illus
trate the microheater and the two contact pads, Fig. 1 is not 
drawn to scale. The actual size of the microheater ranges from 
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Fig. 1 Schematic drawing of test apparatus 

15 to 50 /im in length. The line resistor functions as a resistive 
heater when an electrical current is applied. Silicon dioxide 
underneath the resistor is used for electrical and thermal insula
tion. Silicon substrate, which has a thermal conductivity nearly 
100 times higher than that of silicon dioxide, acts as a heat 
sink. 

Two types, standard and irregular, microline resistors have 
been designed and fabricated. The standard-type resistor has a 
line shape and its length is 50 + 0.1 //m; width is 2 ± 0.1 /xm; 
and thickness is 0.53 ± 0.003 ^m. The irregular resistor has 
two different widths, 3 /jm (10 /jm in length) and 2 /im (5 ,̂m 
in length), respectively, as shown in Fig. 2. This irregular-shape 
resistor is designed and fabricated in order to compare and study 
different thermophysical aspects with respect to the lineshape 
resistors. Particularly, the thinner portion is expected to endure 
higher cuixent density such that a higher temperature is ex
pected. 

MEMS fabrication technologies are used to fabricate these 
microdevices. Process details have been described previously 
(Lin, 1993). Figure 2 shows a scanning electron microscope 
(SEM) micrograph of a fabricated irregular resistor which is 
ready for testing. A small beaker is used to hold the working 
liquid and the fabricated microdevices are immersed at the bot
tom. The depth of the liquid is about 5 mm. Fluorinert liquids 
(3M, 1991), DI (Deionized) water, and methanol have been 
successfully tested as the working liquids to generate thermal 
bubbles. Although other liquids can certainly be applied, it is 
noted that if the liquid is not electrically inert, the electrolysis 
process, instead of thermal bubble formation process, may oc
cur. Therefore, the majority experimental data gathered in this 
paper are based on the FC liquids which are electrically inert. 
The experiments are carried out at room temperature and under 

one atmospheric pressure. Images of the experiments are taken 
by Polaroid films and recorded on a video tape. 

2.1 General Observations. Both a-c and d-c voltage 
sources have been applied to generate thermal bubbles. The 
peak values of less than 10 V are found sufficient in bubble 
formation experiments. Since a small contact resistance exists 
between the electrical probes and the contact pads, electrical 
currents, instead of voltages, are measured in major tests to 
diminish experimental errors. When an a-c source is applied to 
the microresistor and the driving frequencies are less than 10 
Hz, bubbles are formed at twice the signal frequency. It is 
found that bubble formation does not follow the input frequency 
greater than about 100 Hz at which the bubble forms and per
sists. The liquid surrounding the resistor gradually turns into 
bright color when a d-c input is applied. An individual, spherical 
shape microbubble is formed when a specific magnitude of 
input current, "activation current," is applied. After the bubble 
is nucleated, it grows very quickly until its diameter reaches 
the length of the resistor. The whole process, including bubble 
nucleation and growth, takes place in less than one second. 

After the initial bubble is formed, three ways of inputing 
electrical power have been explored. First, the input current is 
kept at the same level or increased to a higher value than the 
activation current. The microbubble grows continuously and 
eventually departs. Second, the current is reduced abruptly after 
the initial bubble is nucleated. The original bubble is found to 
collapse and transform into liquid instantly. Third, the input 
current is reduced gradually after the initiation of bubble forma
tion. In this case, the size of the microbubble will decrease and 
the bubble stays on the top of the resistor. It is possible to control 
the bubble size by adjusting the input current. For example, it 
takes about 10 mW to maintain a stable microbubble on a 50 
X 2 X 0.53 /im3 standard resistor in FC 43 liquid. A great 
portion of this power input actually dissipates down to the sub
strate. When the input power is further reduced, the size of the 
bubble continues to diminish. If the bubble is less than 3 fim 
in diameter, it drifts around the center of the resistor. It is very 
difficult to control the stability of the bubble at this stage and 
any reduction of input power will kill the bubble. 

These microresistors are very small such that the pool boiling 
condition has never been established during the experiments. 
The microresistor creates a local temperature field that may 
have profound effects to the local flow patterns. For example, 
the Marangoni effect (Collier, 1981) can be clearly identified 
which prevents nucleated microbubbles from floating up into 
the working liquid. In the extreme case, the microbubble tends 
to stick to the microresistor despite attempts to dislodge it via 
an electrical probe. Moreover, the bubble may physically move 

Nomenclature 

A = notation for (2a,rsllt/hXvdv) in Hsu's 
analysis 

C = constant in Hsu's analysis 
d = density, kg trT3 

F = thermal conductive shape factor 
/ = current, Amp 
J = current density, Amp ITT2 

L = length, m 
T = temperature, °C 
c = specific heat, W rrT1 °C~' 

hkv = latent heat of evaporation, cal kg ' 
k = thermal conductivity, W irT1 °C~' 
R = resistance, ohm 
r = cavity radius in Hsu's analysis, m 
t = time, s 

V = voltage, V 

w = width, m 
x = coordinate, m 
z = thickness, m 

Greek Symbols 
a = thermal diffusivity, m2 s~' °C~' 
6 = thickness of the limiting thermal 

layer in Hsu's analysis, m 
e = a combined variable in the heat 

equation, °C irT2 

resistivity, ohm-cm 
surface tension, N m_1 

temperature difference with respect 
to bulk, °C 
resistivity coefficient with respect to 
temperature, °C~' 

Subscript 
ave = average 

c — critical 
/ = working liquid 
o = silicon dioxide 
p — polysilicon 

ref = reference 
s = silicon 

sat = saturation 
ss = steady state 
ts — transient 
v = vapor of working liquid 

w = wall (surface) 
oo = ambient, bulk 
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10x3x0.5 

Mfcroheater 

5 x 2 x 0.5 

Fig. 2 SEM micrograph of an irregular microresistor 

around the substrate by controlling the input current (Lin and 
Pisano, 1991). 

2.2 Bubble Formation on the Irregular Resistor. Ex
periments on the irregular resistors are conducted and compared 
with the standard straight-line resistors. Figures 3 to 5 show 
several steady-state microbubbles generated by the irregular 
resistor. These experiments are performed in FC 43 liquid and 
input currents are monitored and recorded. When the input cur
rent is less than 12 mA, there is no bubble nucleation. If the 
input current is larger than 12 mA, a microbubble is nucleated. 
After bubble nucleation, the input current is reduced to 9.5 mA. 
A stable microbubble can be maintained as seen in Fig. 3. The 
two dark objects at both sides of the microphoto are the tips of 
electrical probes. The microbubble stays at the narrower portion 
of the resistor and has a diameter of about 2 fim. If the input 
current is increased, the microbubble grows larger. Figure 4 
shows a microbubble with a diameter of 5 fj,m and the input 
current is 10 mA. When the input current reaches 12 mA, the 
size of the microbubble is no longer controllable and the bubble 
keeps growing. A big microbubble of 500 /j,m in diameter is 
seen before detaching in Fig. 5. The objective lens of the micro
scope has been changed in this photo. 

Fig. 4 A microbubble of 5 /tm in diameter under a 10 mA input current 

3 Electrothermal Modeling 

3.1 Thermal Model. The lumped one-dimensional elec
trothermal model has been derived by the law of energy conser
vation. A second-order partial differential heat equation can be 
established as (Lin and Pisano, 1991) 

d2T 1 0T 

dx2 a„ dt 
+ c(T- r„ r ) (1) 

in which T is the temperature along the microline resistor, t is 
time, and ap is the thermal diffusivity of polysilicon. Both e 
and TKf are functions of resistor dimensions and thermal proper
ties. They are summarized below: 

c,,dp 

k„F J2p,,jP 

w. 
7'ref T„ + 

k„e 

(2) 

(3) 

(4) 

An excessive shape factor, F, is used to account for the heat 
conduction losses to the substrate and environment. The shape 
factor is defined as 

Microbubble 

Protx 

Mlcroheater 

Fig. 3 A single bubble of 2 (jm in diameter under a 9.5 mA input current Fig. 5 The final stage of a microthermal bubble before detaching 
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Table 1 Shape factors for different widths of microresistors in FC43 
liquid 

Width Shape Factor 

l^m 1.74 
2/im 1.30 
5fxm 1.04 

total heat flux per unit length 

wk„(T- r . ) 
(5) 

Zo 

where the denominator represents the heat flux going directly 
under the width of the resistor. In order to calculate the shape 
factor, a two-dimensional finite element simulation has been 
implemented (Ansoft, 1990). For example, the isotherms 
around a 2-fim wide microresistor are analyzed and plotted in 
Fig. 7. The shape factors are calculated accordingly. Some of 
the numbers with respect to different microresistors are listed 
in Table 1. 

The solutions of Eq. (1) are solved subject to the initial and 
boundary conditions. It is assumed that the resistor is initially 
at ambient temperature before heating and both ends of the 
resistor remain at the ambient temperature. Validation of these 
assumptions has been proven previously (Lin and Pisano, 
1991). 

T(x = o, /) = r„ 

T(x = L,t) = T„ 

T(X, t = 0) = T„ 

(6) 

(7) 

(8) 

The steady-state solution along the micro resistor is derived 

cosh 

T(x)ss (7W - r . ) -
fe(x~\ 

cosh I Ve 
• (9) 

The maximum temperature that occurs at the center of the stan
dard resistor is derived as 

-* V-*vssmax (7W - r.) 
l 

cosh ( ye — 

(10) 

7X.x)ssmax depends on e and T[eC and both of them are functions 
of the input current. Therefore, the input current can be mea
sured and used to predict the maximum temperatures on the 
microline resistor. For irregular-shape resistors, there is no ana
lytical expression for the maximum temperature and numerical 
analyses are required. 

The transient solutions are derived as 

where 

T(x, t)„ = e-p" I B„ sin ( — }e-V<«"«2 

B» = l j iT°> - T w » i s i n i ^ W L J 

(11) 

(12) 

It can be observed in the transient solution that the slowest 
transient decay time (n = 1) is in the order of 10 microseconds 

for a 50-/xm long line resistor. For an input source with fre
quency less than 10 kHz, the temperature of the microline resis
tor reaches steady state without significant transient delay. This 
transient decay time can be represented as 

L_ 
'decay I 

1 
(13) 

3.2 Electrical Model. The electrical model, including 
voltage and current, can be derived based on the resistance 
changes with respect to the temperature. 

R = \ dR(T) 
Jo 

wz„ 
(1 +tP(Tm-T.)), 

(14) 

(15) 

where TiW is the average temperature of the line resistor and is 
expressed as 

- I Tdx 
LJo 

tanh 

TK(- (TK( - r . ) -

feL 

l_eL 

2 

(16) 

(17) 

Therefore, the voltage across the microline resistor is expressed 
as 

wz 
T,)). (18) 

This equation is useful to characterize fundamental electrical 
characteristics of the microline resistors. Figure 6 is the experi
mental measurements of voltage-current curves for microline 
resistors. The theoretical predictions as drawn in solid lines are 
consistent with the experimental data. However, it should be 
noted that the thermal properties of these thin films are functions 
of temperature. The above models are only moderately accurate 
for temperatures less than 300°C which satisfies the operation 
range of current bubble formation experiments. Modifications 
are required for high-temperature applications. 

3.3 Numerical Simulations. A one-dimensional finite el
ement program, including time responses, has been established 
to analyze the heat transfer processes of these resistors. This 

— Theory 
o W=l, L=50 
• W=2, L=S0 
+ W=5, L=50 
v W=10,L=50 
* W=l, L=100 
s Melt(1412C) 

10 20 

V o l t a g e ( v o l t s ) 

30 

Fig. 6 Comparison between experimental and theoretical l-V curves 
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FC43 

Silicon Dioxide 

1.0 (Micro Heater) 

Si Substrate 

Fig. 7 Cross-sectional view of isotherms around a l-fim wide microline 
resistor 

finite element model uses 99 nodal points and 49 quadratic 
elements. It has been built based on Eq. (1) and solved with 
initial and boundary conditions. 

3.3.1 Steady-State and Transient Responses. Figure 8 
shows the simulation results of the steady-state temperature 
profile of a standard line resistor. FC 43 liquid is used in this 
simulation. It is observed that a relatively uniform, high-temper
ature region appears at the central region of the line resistor. 
Moreover, the temperature drops quickly at both ends of the 
resistor to ambient temperature. The highest current used in this 
simulation is 11 mA which can create a high temperature of 
about 300°C. This is a more than enough temperature to nucleate 
thermal bubbles in most liquids. 

The transient analysis is incorporated into the finite element 
model by using the backward Euler method. Figure 9 is the 
simulation result that shows the heating process under a step 
input current of 11 mA. It is observed that steady state is reached 
in only about 10 microseconds. This number is consistent with 
the theoretical prediction in Eq. (13). Although 10 microsec
onds are needed for this microline resistor to reach steady state, 
only 3 microseconds can bring the resistor temperature over 
250°C as shown in this figure. 

The cooling process is simulated in Fig. 10. This simulation 
is conducted by removing the input current of 11 mA. It is 
noted that only 2 microseconds are needed to cool the resistor 
to 50°C. 

3.3.2 Irregular Microresistor. This finite element model 
is also used to simulate irregular microresistors. Temperature 
distributions of the irregular resistor are plotted in Fig. 11. The 

350 

3 0 0 -
I = l l m A 

t = 12 micro second 

10 20 30 40 

X ( m i c r o m e t e r ) 

Fig. 9 Heating process of a standard resistor 

highest temperature occurs at the narrower portion, 11.6 /j,m 
from the left contact pad. This simulation is consistent with the 
experimental result of Fig. 3, where a microbubble is attached 
to this hottest spot due to Marangoni effect. 

4 Discussions 
Experiments, theories, and numerical simulations for bubble 

formation on microline resistors have been addressed in this 
paper. They are foundations for characterizing bubble formation 
on microline resistors. Bubble formation mechanisms and new 
bubble formation phenomena are discussed in this section based 
on these analyses and experiments. 

4.1 Bubble Formation Mechanisms. Two bubble nucle
ation mechanisms are examined. For heterogeneous nucleation, 
bubbles are formed at nucleation sites that are typically provided 
by surface defects. This type of nucleation can occur for a wide 
range of superheat temperature. The exact bubble nucleation 
temperature depends on the size of the cavity and whether vapor 
is present. Since the microfabrication process is capable of mak
ing a very smooth surface, possible surface defects on these 
microresistors are expected to be extremely small. On the other 
hand, homogeneous nucleation occurs when liquid approaches 
the superheated limit such that the liquid phase penetrates the 
metastable region to a progressively greater degree. In order to 

350 

300 l = l lmA 

I = 10 mA 

I = 8mA 

I = 6mA 

I = 4mA 

I = 2mA 

10 20 30 40 

X ( m i c r o m e t e r ) 

350 

300 

„ 250 

u 
*j 200 
n 
to 

& 
§ 150 
H 100 

= 0mA 

t = 0 

t = 1 micro second 

10 20 30 40 

X ( m i c r o m e t e r ) 

50 

Fig. 8 Steady-state temperature profile of a standard microline resistor Fig. 10 Cooling process of a standard resistor 
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Fig. 11 Temperature distribution of a irregular microresistor 

investigate the bubble formation mechanism, the "activation 
current'' is measured. Analytical theories developed in this pa
per are then used to calculate the bubble nucleation tempera
tures. Figure 12 shows the experimental results of bubble activa
tion currents and temperatures in three different kinds of 
Fluorinert liquids (FC 43, FC 75, and FC 72). Microresistors 
with different widths of 1 to 5 jum and length of 50 //m have 
been tested. The experimental results suggest that the "activa
tion temperatures'' are close to the superheat limits of individual 
liquids (294°C for FC 43, 227°C for FC 75 and 178°C for FC 
72 (3M, 1991)). Similar results are found for DI water and 
methanol in a previous report that investigated microbubble 
formation in confined and unconfined microchannels (Lin, 
Udell, and Pisano, 1993). Both heterogeneous and homoge
neous nucleation mechanisms are discussed with the help of 
these experiments. 

4.1.1 Heterogeneous Nucleation. There are several ana
lytical theories that describe the heterogeneous bubble nucle
ation mechanisms. However, most of these analyses are based 
on saturated liquid under the pool-boiling condition and they 
are not directly applicable to the current microboiling experi
ments. In an effort to address the microscale, subcooled boiling 
phenomena, a macroscale theory developed by Hsu (1962) is 
discussed here as the limiting case. According to Hsu's theory, 

1 

o.oi 

0.00 40.00 80.00 

Wall Superheat °C 

120.00 

Fig. 13 Range of cavity sizes with respect to superheat temperature 
based on Hsu's analysis 

the effective cavity size for saturated pool-boiling should fall 
into the following range on a heated surface: 

rc = 
6 

2 d 
i _ ®sM AAC3 

68w 

where A is expressed as the following: 

2CT;7s0t 
A = 

"Xvdx, 

(19) 

(20) 

For simplicity, the cavity mouth is assumed to be a perfect 
circle and Ct = 2, C3 = 1.6 as described by Hsu (1962). The 
limiting thermal-layer thickness is estimated to be 1 ^,m. The 
surface tension, a, is estimated to be 2.3 dynes per centimeter 
according to a previous report that describes microbubble-pow-
ered actuators (Lin, Pisano and Lee, 1991). The simulation 
results are plotted in Fig. 13. It is observed that a superheat 
temperature of about 20°C is required for bubble nucleation if 
the cavity is 0.5 jiva in radius. 

Figure 14 shows the close-view SEM microphoto of a 2-/Ltm 
wide microline resistor. It is noted that the possible cavities on 
the surface of the microresistor have a size much less than 0.5 
/jm in radius. AFM (Atomic Force Microscope) surface analy
ses are conducted and Fig. 15 shows the scanning result for an 
area of 0.6 X 0.5 fim2 on top of the microresistor. The RMS 
(Root Mean Square) roughness is found to be 6.5 nanometers. 
A "cavity"-like structure may be identified at the right center 
of Fig. 15 and a horizontal scan passing through the cavity is 
drawn at the bottom. The measured peak-to-valley roughness 

600r— 

(mA) 

Fig. 12 Experimental results of nucleation currents with respect to tem
perature Fig. 14 Close-view SEM photo of a microheater with width of 2 /urn 
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Fig. 15 AFM scanning result on a microresistor 

of the cavity is about 10.7 nanometers. If a cavity of this size, 
0.01 fj,m in radius, as suggested by the AFM measurement is 
actually activated, a superheat temperature of about 80°C should 
be reached according to Hsu's theory in Fig. 13. However, it 
should be noted that Hsu's analysis is the limiting case for 
bubble formation in the microboiling experiments. Further in
vestigations, including modification or derivation of new theo
ries, are required. 

4.1.2 Homogeneous Nucleation. Homogeneous nucle-
ation theories with experimental verifications have been derived 
for many years. There are two spinodal limits, van der Waals 
spinodal and Berthelot spinodal (Carey, 1992), which predict 
the thermodynamic limit of superheat. Blander et al. (Blander, 
Hengstenberg, and Katz, 1971; Blander and Katz, 1975) have 
demonstrated that the measured superheat limits are higher than 
the prediction of van der Waals spinodal but lower than that of 
Berthelot spinodal in their boiling experiments. For the working 
liquids used in this paper, Table 2 lists the calculation results 
of both spinodals at one atmospherical pressure. The measured 
"activation temperatures" as shown in Fig. 12 are clearly close 
to the superheat limits and spinodals rather than their boiling 
temperatures. Therefore, the experimental result strongly sug
gests that homogeneous nucleation occurs on these microline 
resistors. 

4.2 Bubble Formation Phenomena. 

4.2.7 Stable and Controllable Bubbles. In pool-boiling 
experiments, bubble forms and departs. The whole process can 
be monitored but the reverse of the process, including main
taining a stable bubble or controlling the size of the bubble, is 
not achievable. Microline resistors provide a unique opportunity 
to stabilize and control the growing bubble since they can 
quickly change the temperature field in a confined region. When 
a microbubble is nucleated, there are two thermal processes that 
dominate the thermal equilibrium condition: the evaporation 
process and the condensation process. The evaporation process 
is related to the input power from the microline resistor. The 

condensation process is dominated by the liquid/vapor contact 
interface where vapor is condensed when it meets with cool 
liquid. In order to reach steady state, these two processes must 
reach equilibrium. The overall thermodynamic reaction requires 
complicated three-dimensional analyses, including energy loss 
to the substrate, the latent heat transfer through the condensation 
process and simulations for the nonuniform temperature field. 
A preliminary first-order observation is provided in this paper. 
According to the energy law, the electrical power is roughly 
proportional to the square of the input current. On the other 
hand, the condensation process is roughly dominated by the 
area of the liquid/vapor interface that is proportional to the 
square of the bubble diameter. Therefore, under the first-order 
approximation, the size of the microbubble should change lin
early with respect to the input current. Experimentally this trend 
has been observed (Lin, 1993). 

4.2.2 Nucleation Hysteresis. Another important phenom
enon to be discussed is the "nucleation hysteresis." The name 
of nucleation hysteresis follows the report by Bakhru and Lien-
hard (1972). In Bakhru and Lienhard's experiments, small 
metal wires (0.001 to 0.004 in. in diameter) were used as the 
heaters and bubble nucleation tests were conducted in saturated 
liquids. They found that bubble will nucleate at one temperature 
while decrease at a lower temperature. The phenomenon is ex
plained based on macroscale heterogeneous bubble nucleation 
theories. They suggested that larger nucleation sites are initially 
filled with liquid and do not function at the beginning of bubble 
nucleation. Small cavities which are filled with vapor nucleate 
first at an overshooting temperature. After the initial bubble 
nucleation, large cavities are filled with vapor and they are 
functional during the power decreasing process at a lower tem
perature. Therefore, nucleation hysteresis occurs. 

The microscale boiling experiments suggest a different mech
anism for nucleation hysteresis. First of all, the cavity theories 
for pool-boiling experiments are not generally applicable for 
microboiling experiments as discussed in the previous section. 
According to the cross-sectional simulation of isotherms as 
shown in Fig. 7, a thin layer of superheated liquid exists around 
the microline resistor. When the temperature is high enough 
such that homogeneous nucleation occurs, the bubble embryo 
grows with the help of the highly energized, superheated liquid. 
The stored energy helps the evaporation process during the 
initiation of the bubble formation and contributes the fast grow
ing of the microbubble as observed in the experiments. After 
the first stage of bubble formation, the condensation process 
eventually catches up with the evaporation process as the bubble 
grows and becomes larger. By lowering the input power, an 
equilibrium state may be achieved when the evaporation process 
is in equilibrium with the condensation process. The bubble 
size becomes controllable at this stage. This explains the reason 
that the bubble only decreases at a lower temperature which 
causes nucleation hysteresis. 

5 Conclusions 

The combination of MEMS technologies and thermal bubble 
formation provides unique theoretical and experimental chal
lenges. This paper has developed an electrothermal model for 
microline resistors which can be used as the foundation for 
further investigations. Experimentally, bubble formation pro
cesses are observed and discussed. Based on the established 

Table 2 Superheat limits [T/Tc) for FC liquids and water 

Liquid FC43 FC 72 FC 75 Water 

van der Waals 85.5% 85.0% 85.2% 84.5% 
Berthelot 92.4% 92.2% 92.3% 91.9% 
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model and experimental measurements, the bubble "activation 
temperatures" are close to the critical temperatures of the work
ing liquids. Therefore, it is concluded that homogeneous nucle-
ation occurs on these microline resistors. Several important ther-
mophysical phenomena have been demonstrated: 

1 Individual, spherical vapor bubbles with diameters from 
2 to 500 /jm have been generated by locally heating of 
working fluids. 

2 Stable, controllable thermal microbubbles have been 
demonstrated by microboiling. 

3 Strong Marangoni effects have prevented thermal bubbles 
from floating into working liquids. 

Although this paper addresses the fundamentals of bubble 
formation on microline resistors, many scientific issues and 
techniques should be further investigated. If clear understanding 
of boiling phenomena generated by IC-processed microresistors 
can be achieved, both MEMS fluidic and thermal devices will 
benefit from these investigations. Specific areas to be explored 
are: local temperature measurements; models for bubble incipi
ence mechanisms; transport process of vaporization and conden
sation; and three-dimensional thermal and fluidic models in the 
microscale. 
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Capillary Performance of 
Evaporating Flow in Micro 
Grooves: An Approximate 
Analytical Approach and 
Experimental Investigation 
The capillary flow along a microgroove channel was investigated both analytically 
and experimentally. In order to obtain insight into the phenomena, and because the 
governing equation had the form of a nonlinear differential equation, an analytical 
solution and approximate algebraic model were developed rather than using numeri
cal methods. Approximating the governing equation as a Bernoulli differential equa
tion resulted in an analytical solution for the radius curvature as the cube root of 
an exponential function. The axial variation of the radius of curvature profile as 
determined by this method was very similar to the numerical result as was the 
algebraic solution. However, the analytical model predicted the meniscus dryout 
location to be somewhat shorter than either the numerical results or the results from 
the algebraic solution. To verify the modeling results, the predictions for the axial 
capillary performance were compared to the results of the experimental investigation. 
The results of this comparison indicated that the experimentally measured wetted 
length was approximately 80 percent of the value predicted by the algebraic expres
sion. Not only did the prediction for the dryout location from the algebraic equation 
show good agreement with the experimental data, but more importantly, the expres
sion did not require any experimentally correlated constants. A nondimensionalized 
expression was developed as a function of just one parameter which consists of the 
Bond number, the Capillary number, and the dimensionless groove shape geometry 
for use in predicting the flow characteristics in this type of flow. 

Introduction 

Phase-change processes utilizing small capillary grooves are 
often incorporated in the design of heat transfer equipment to 
increase the effective liquid-vapor interfacial area for evapora
tion or the effective solid-vapor surface area for condensation. 
These capillary grooves allow the liquid to coalesce and pro
mote the flow of liquid either away from the condensing region 
or towards the evaporating region, decreasing the average film 
thickness. Recently, increased interest in the use of phase-
change heat transfer processes for the thermal control of elec
tronic components, either through traditional methods (Peterson 
and Ortega, 1990) or more innovative methods involving the 
use of microscale devices (Peterson, 1992) has resulted in the 
need for a better understanding of the liquid film behavior in 
these grooves. 

When a liquid contacts a flat surface, the extended meniscus 
is typically divided into three regions. The intrinsic meniscus 
region, dominated by the capillary forces; the evaporating thin 
film region, which has the combined effects of both capillarity 
and disjoining pressure; and the adsorbed layer region, where 
the disjoining forces dominate, inhibiting vaporization. The 
junction of the evaporating thin film region and the adsorbed 
layer is referred to as the interline region, and it is here that a 
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majority of the heat transfer occurs due to the very thin film 
thickness. Thus, the magnitude of heat transfer is strongly af
fected by the pressure and magnitude of the interline region, 
which can be varied by controlling the number, length, and 
shape of the grooves. However, determination of the mechanism 
and parameters that govern the extended meniscus formed in 
the capillary grooves is still underway (Ha and Peterson, 1996). 

A number of analytical and experimental investigations have 
been conducted to better understand the evaporating thin film 
formed on flat plates (DasGupta et al., 1993; Mirzamoghadam 
and Catton, 1988a, b; Potash and Wayner, 1972; Schonberg 
and Wayner, 1992; Sujanani and Wayner, 1991; Wayner et 
al., 1976), or associated with capillary feeder (Moosman and 
Homsy, 1980; Renk et al , 1978; Renk and Wayner, 1979a, 
1970b). These studies, however, are all two-dimensional, and 
as a result are most helpful in understanding the evaporating 
flow along the groove wall. Additionally, two-dimensional anal
yses have been conducted by Holm and Goplen, (1979) and 
Stephan and Busse, (1992) for a fixed cross section in the 
groove. However, to completely understand the flow field 
through capillary grooves, the axial flow characteristics oc
curring in the intrinsic meniscus must also be investigated. 

As reported previously, Stroes et al. (1992) conducted an 
experimental study of the evaporating flow through small 
grooves and compared the capillary forces in rectangular and 
triangular channels, and Xu and Carey (1990) conducted a 
combined analytical and experimental investigation of the liquid 
behavior in micro grooves. Following this, Ha and Peterson 
(1994) developed an approximate analytical solution for the 
axial dryout location, as a function of the input heat flux, the 
thermophysical properties, and the geometric parameters of the 
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Fig. 1 (a) Schematics of view side considered in the model 
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Fig. 1 [b) Groove geometry 

grooves. More recently, Ha and Peterson (1996) developed an 
analytical model for very small tilt angles using a perturbation 
method. 

The present investigation is a continuation of this previous 
study, and was undertaken in an effort to better understand the 
axial capillary performance and the location of the axial dryout 
point. The objective of the current study is to predict the dryout 
location in a closed-form solution as a function of the governing 
parameters and verify the results by comparison with experi
mental data. 

Theoretical Formulation 
The current investigation considers thin liquid films flowing 

through V-shaped micro grooves as illustrated in Figs. 1(a) 
and 1(b). One end of the grooves was immersed in a pool of 
liquid and held stationary at a small inclination angle, ft, while 
heat was supplied to a portion of the underside of the plate. For 
the current investigation, the capillary forces act against the 
gravitational body and frictional force, and determine the axially 
wetted length. An adiabatic region was included between the 
point where the plate emerges from the liquid pool and the 
upper region of the plate to which a known uniform heat flux 
is applied, as illustrated in Fig. 1(a). 

For a very small groove, it can be assumed that the capillary 
radius of the intrinsic meniscus is constant at a given cross 
section. When heat is added to the plate, the radius of curvature 

of the intrinsic meniscus decreases gradually along the axial 
direction. As the liquid recedes further and further towards the 
apex of the groove, the liquid film thins, finally reaching a point 
where the disjoining force becomes strong enough to retard 
evaporation. The capillary pumping or wicking action is the 
result of this decrease in the radius of curvature. 

In addition to promoting flow along the groove, this meniscus 
variation promotes flow up the groove sidewall. Above the in
trinsic meniscus region of the groove wall, the film behavior is 
dominated by the dispersion forces. Since the resistance to flow 
in the evaporating thin film and adsorbed layer regions of the 
extended thin film is much larger than in the intrinsic meniscus 
region, it can be assumed that the majority of the axial flow is 
confined to the intrinsic meniscus region. 

Based on the above arguments, several assumptions are made 
for determining the axial dryout point (Ha and Peterson, 1996). 
These are 

(i) the axial flow along the groove in the ^-direction occurs 
primarily in the intrinsic meniscus region; 
(ii) the radius of curvature of the intrinsic meniscus is con
stant at a given location, x, but the radius of curvature varies 
axially along the groove, and the capillary pressure gradient 
due to this decreasing radius drives the liquid flow in the x-
direction; 
(iii) the disjoining pressure gradient due to the variation of 
the film thickness along the z-direction drives the film flow up 
the groove wall, and evaporation occurs primarily in the thin 
film region; and 
(iv) the vapor pressure is constant, and the Kelvin effect was 
assumed to be negligible. 

Since the convective term in the force-momentum equation 
can be neglected due to the low flow rate, the governing equa
tion for steady, laminar flow in the ^-direction can be simplified 
as 

dP 
- 1 + p,g sin p + Fv = 0 
ax 

(1) 

where /3 is the angle between the gravitational vector and a line 
normal to the grooved surface. If the vapor pressure, i°„, is 
assumed to be constant, the liquid pressure gradient can be 
expressed in terms of the radius of curvature by the Young-
Laplace equation assuming a contact angle of 0 deg, 

dP, 

dx 
d_ 

dx 
(.Pv - Pi) = 

dx r(x) 
(2) 

Following the procedure originally proposed by Xu and Carey 

N o m e n c l a t u r e 

A = constant defined in Eq. (8) 
B = constant defined in Eq. (8) 

Bo = Bond number 
c3 = constant in Eq. (4) 

Ca = Capillary number 
D — dimensionless grove geometry 

defined in Eq. (29) 
F = frictional coefficient 
g = gravitational acceleration 

hfs = latent heat of vaporization 
K = parameter in Eq. (3) 
P = pressure 

q"(x) = heat flux normal to the bottom 
plate at x 

r(x) = radius of curvature in the intrin
sic meniscus at x 

R = dimensionless r in Eq. (33) 
T = temperature 
w = half of the top groove width 
wh = half of the bottom width 
x = coordinate along the groove channel 

X = dimensionless x in Eq. (33) 
z = coordinate up the groove wall 

Greek 

a = half the vertex angle of the groove 
/? = slope of the plate with respect to 

gravity 
rc = mass flow rate per cross section in 

x-direction 
e = perturbation parameter 

v = kinematic viscosity 
X = dimensionless capillary 

performance in Eq. (28) 
p = density 
a = surface tension 

Subscript 
j = junction of the adiabatic and 

evaporating regions 
/ = liquid 

max = maximum of axial or groove side 
direction length 

m/30 = maximum value in case of @ = 0 
v = vapor 
o = origin or reference 

sat = saturation 
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Fig. 2 Centerline film profile along the axial direction 

(1990), Eq. (1) can be modified to represent a balance between 
viscous, surface tension, and gravitational forces to be 

where 

2Kv, 

dx \r(x) / Cjr(x)' 

c3 = 4 tan2 a 

Tc + pig sin 0 

tan a 
a 

2 

(3) 

(4) 

In this expression, r\. is the mass flow rate through a given 
cross section of groove, and the parameter K, originally deter
mined by Ayyaswamy et al. (1974), is a function of the groove 
half-angle a and the liquid contact angle. Note that Eq. (3) is 
valid for both the adiabatic and evaporating regions. 

Evaporating Region. If the liquid in the evaporating region 
is assumed to be saturated, and the heat flux along the x-direc-
tion is given by q"(x) the mass flow rate at position x, can be 
expressed as 

Tc = dTc = -p-\ q"(x)dx (5) 
Jo hfg Jx 

where the value of xmm is the point farthest from the liquid pool 
at which the intrinsic meniscus could still be considered to exist. 
The mass flow rate is zero at the dryout point xmM, the location 
of which, as shown in Fig. 2, is measured from the junction 
between the heated and adiabatic regions of the plate. 

For a uniform heat flux, q"(x) will be a constant represented 
by q"h, and the mass flow rate, r c , in Eq. (5) at x can be 
expressed as 

-f dTc = — qlwb{xm x). 
nfe 

Combining Eq. (3) with Eq. (6) yields 

dr 
r(x)2 —- = -A(jcmnx - x) - Br{xy 

where 

dx 

C3<Thfg 

B = 
p,g sin 0 

(6) 

(7) 

(8) 

Equation (7) represents the general equation for r(x) with 
a uniform heat flux and, as a nonlinear first-order ordinary dif
ferential equation with respect to x, can be solved numerically. 
However, Eq. (7) has an exact solution for the case of B = 0 
(the case of zero inclination angle) which is 

r(x)'-
dr 

dx 
™\Xmux X). (9) 

Using the separation of variables method, the solution for r(x) 
can be shown to be 

This equation for tilt angle 0 = 0 is expected to produce the 
longest axial wetted length. In the above solution, the boundary 
condition at the dryout point was used; (r = 0 at x = xmm. 
Using the boundary condition at the junction (r = rt.at x = 0) , 
the expression for xmall with no inclination is given by 

(11) 

It is apparent that if r,, is known, xmp0 for zero inclination angle 
can be predicted in a closed form. This value of xmp0 can be 
used as a reference length which characterizes the longest wet
ted length for a given set of geometric and thermophysical 
parameters. 

For the general case of a finite tilt angle, i.e., 0*0, Eq. (7) 
becomes a nonlinear differential equation with no analytical 
solution, and must be solved numerically. However, numerical 
computation shows only the final discrete results and does not 
provide any information about the relationship between the vari
ous parameters being investigated. It is, however, possible to 
approximate Eq. (7) in order to obtain an analytical solution 
for xmax in a closed form. 

Consider again the nonlinear expression given in Eq. (7). 

dr , 
1- Br = —A(xmm - x)r 

dx 
(12) 

Based on the known boundary conditions, Ha and Peterson 
(1994) approximated the term drldx in the left-hand side of 
Eq. (12) as 

dr(x) 2rj_ _ 
2 ^ •*max/" (13) 

By substituting Eq. (13) into Eq. (12), the nonlinear differential 
equation was changed to an algebraic equation in r 

2r(x)2rj 2jLJ=l = _ A ( x - ^ ) _ f l r ( ^ ( 1 4 ) 

Using the boundary condition r = rj six = 0, Eq. (14) yielded 
the following explicit expression for jcmnx: 

= -i- {-Br) + jB2rf + 8Ar,). (15) 

This equation developed by Ha and Peterson (1994) indicates 
that the axial location of the dryout point, xmax, is a function of 
rh A, and B. 

As an alternative to the previous method, the method pro
posed here for obtaining a closed form of solution is to modify 
r{x) rather than drldx in Eq. (13). To do so, the following 
boundary conditions can be considered: 

ax X •X'max, 

at x = 0, 

0 = 0 

(16) 

From only two boundary conditions, the simplest form of a 
linear profile for r(x) can be obtained as 

r\X) V-^max X). (17) 

Substituting this expression for one of r(x) terms in the r(x)2 

term on the left-hand side of Eq. (12) results in a modified 
form of Eq. (12) 
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dr Br 
— + —L (jcmax - x)r = -A(^max - x)r 2. (18) 

This is still a nonlinear differential equation, but this nonlinear 
form is well known as the Bernoulli differential equation and 
can be reduced to a linear form by a suitable change of the 
dependent variable, i.e., by letting r(x)1 be u(x), which yields 

du(x) 3Br, , 
x)u(x) = -3A(xmax - x). (19) 

Equation (19) has a solution of the following form: 

u(x) \eh3Axdx + c\ (20) 

where 

" J _ f ~3BrJ 
1x 

xdx. (21) 

The integration constant, c, can be determined by using the 
boundary condition r = 0 at x = xraax. Returning to the original 
notation yields the following expression for r(x): 

r{xf 
Brj I 

i I 3BrJ , 
1 - exp ( -— '- (xm 

•^"^max 

Jt) )}• (22) 

and using the boundary condition r = r, at * = 0, the above 
equation yields an expression for ;tmax of 

exp 
3 Br, 

- " = ! " ' (23) 

This equation again indicates that xmBX is dependent upon rh A, 
and B, but here values of r} can be found by analyzing the 
liquid flow behavior in the adiabatic region. It is interesting to 
note that as B approaches zero the solution to Eq. (23) ap
proaches Eq. (11), provided ex is expanded as a series in x and 
is truncated at B'. 

Adiabatic Region. In the adiabatic region, the axial mass 
flow rate at any position is constant and equal to the total mass 
flow rate evaporated over the entire length of the evaporating 
region, which for uniform heat flux in the adiabatic region can 
be expressed as a function of xmax as 

r = r 
1 C l J 

Zq'bWb (24) 
nfs 

Substituting this expression into the governing equation, Eq. 
(7), and rearranging yields 

dx' 

AXm 

r(x'f 
Br(x')2, (25) 

which must be solved numerically. Assuming that the thin liquid 
of the meniscus completely fills the V-groove at the origin 
results in a boundary condition of the form 

r(x) = rD = at x' = 0. (26) 

The radius of curvature at the junction r, can be calculated 
from Eq. (25) with the boundary condition shown in Eq. (26), 
but the length of the adiabatic region must be given. It is im
portant to note that the value of rs used in Eq. (23) comes from 
the calculation through the adiabatic region; i.e., from x' = 0 
not from x = 0. 

An initial value of r, less than w/cos a is assumed as the 
first estimate to obtain an initial value of xmM using Eq. (23). 
This value is then substituted into Eq. (25) to obtain a second 

GROOVE PLATE 

HEATER 

INSULATING BLOCK 

FLUORESCENT 
LIGHT 

PROTRACTOR 

SCISSORS JACK 

Fig. 3 Groove plate system and test apparatus 

value for rjt which in turn results in a second value for jcmax. 
This iterative procedure continues until rs and xmax converge 
within a predetermined allowable accuracy. After having deter
mined the value of xmax, Eq. (22) is used to obtain r(x). 

Experimental Description 

In order to validate the assumptions and procedures used in 
the development of the analytical model a series of experiments 
were conducted. For the evaporating meniscus phenomena in a 
grooved channel it is typically possible to detect the overall 
characteristics, such as the axial wetted length and plate temper
ature. However, because of the small physical dimensions— 
usually micrometers or smaller in magnitude that are associated 
with a meniscus—it is extremely difficult to determine the local 
experimental data such as film thickness near the interline 
region. 

Experimental work in the measurement of micro scale menis
cus phenomena has been carried out by Wayner's research 
group (Sujanani and Wayner, 1991; DasGupta et al., 1993; 
etc.), but these were all for two-dimensional problems, i.e., thin 
film profiles on a horizontal substrate. For grooved channels, 
no experimental data are available in which local measurements 
of the microscale meniscus have been made. The experimental 
system described here was constructed to measure two charac
teristics: the evaporating wetted length in the axial direction 
and the local plate temperature. 

Figure 3 illustrates the grooved plate system and test appara
tus. Due to the visibility problems associated with a closed 
chamber system, the current experiments were conducted in an 
open air environment. Similar experiments were conducted by 
Stroes et al. (1992), but these did not measure the plate temper
ature. In an open air experiment, the plate temperature is equal 
to, or more important than the applied heat flux in determining 
the saturation pressure. A thin flexible heater was attached to 
the bottom of the grooved plate, and covered by an insulating 
block. The entire grooved plate system was mounted on a base
plate whose angle of inclination could be adjusted. One end of 
the plate was immersed in the liquid pool. An overflow method 
by continuous dripping from an Openheimer vessel was used 
to maintain the liquid level at a constant value. A controllable 
fluorescent lamp was placed over the grooved plate to enhance 
the visibility of the dryout point and to allow detection of the 
end of the evaporating meniscus. 

The focus of the experimental apparatus is a copper plate 
with a series of triangular V-shape grooves machined into the 

746 / Vol. 120, AUGUST 1998 Transactions of the ASME 

Downloaded 10 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



surface. As shown in Fig. 4, the plate had a groove width of w 
= wb = 0.19 mm, and an apex half-angle of a = 30 deg. The 
detailed dimensions of the plate are given in Fig. 5. In the heated 
region, four small diameter holes were drilled perpendicular to 
the heat flux direction, and special limit of error, 30 gage, T-
type thermocouples with an experimental uncertainty of ±0.2°C 
were embedded to measure the temperature of the heated region 
0.1 mm below the grooves. 

The adiabatic region was comparatively thin; whereas the 
heated region was quite thick to avoid conduction heat losses 
to the adiabatic region, and to allow the applied heat flux from 
the heater to be distributed uniformly. A flexible thermofoil 
heater was used to supply a uniform heat flux, and was attached 
with a thin layer of silicon cement on the bottom of the heated 
portion. The input power was measured using a digital multime
ter, which produced an uncertainty of ±0.001 watts. 

In order to ensure that the applied heat was only dissipated 
through evaporation, insulation was applied to the liquid pool 
reservoir and the backside of the heater. To reduce axial conduc
tion through the plate, the liquid temperature in the pool was 
held constant at the same temperature as that of the heated 
region. 

To prevent heat losses from the liquid pool to the environ
ment, a heating system was inserted in the liquid pool. As shown 
in Fig. 6, two heaters were used to enhance both the temperature 
stability and the circulation of the liquid. This allowed the cool
ant temperature to be controlled to within ±0.5°C. A large 
heater was placed at the lower zone and connected to a variable 
transformer power supply and a smaller heater was connected 
to a d-c power supply, and was controlled by a temperature 
controller to maintain the liquid temperature to within ±0.5°C 
of the temperature of the heated region. A thin film RTD was 
used to monitor the temperature of the reservoir. 

A 1-cm layer of silicone rubber sealant with a thermal con
ductivity of 0.208 W/m K was used to insulate the backside of 
the grooved plate, and two thermocouples were embedded in 
the two surfaces of the insulating block to calculate the conduc
tion heat loss through the insulation. All the thermocouples 
from the grooved plate and the insulating block were connected 
to a data logger to monitor and record the corresponding temper
atures. 

The axial wetted length was measured to within ±1.0 mm 
for various combinations of heat fluxes, tilt angles, and fluid 
properties. Prior to conducting the experiment, cleaning of the 
grooved copper plate was repeated several times. The plate was 
immersed in an acetone pool for approximately five minutes to 
remove any oils on the surface, then in a 20 percent nitric acid 
solution for about ten minutes to remove any surface oxides, 
and finally, rinsed in pure distilled water. The grooved plate 
system (grooved plate with heater, and insulating block) was 
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0.4 cm 
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Fig. 4 Micrograph of the triangular groove surface 
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Fig. 5 Top and side views of groove plate 

then mounted on the baseplate and the angle was adjusted. One 
end of the grooved plate was immersed in the liquid pool and 
the working fluid wicked up into the grooves, with the length 
of the unheated portion of the groove adjusted until the dry out 
point reached the end of the heated region. Tests were conducted 
using methanol and ethanol, both of which have good wettabil
ity on copper surfaces. 

Because the experiment was conducted in the open air, the 
vaporization did not occur into a pure vapor, hence the vapor 
was not at the saturation pressure. In order to calculate the 
partial pressure of the working fluid vapor, it was assumed that 
the measured plate temperature was equal to the temperature 
of the grooved substrate on which the evaporation occurred, 
and that the substrate temperature was at the vapor saturation 
temperature. Given that there was nearly continuous vapor pro
duction, that the liquid film was very thin, and that there is 
negligible diffusion into the air, this assumption was justified. 
Once the saturation temperature had been determined, the satu
ration pressure and fluid properties could be obtained. Prelimi
nary tests were conducted to ensure that the measured tempera
tures were nearly the same along the entire length of the channel. 
To further ensure that all the fluid wicked up along the axial 
direction was at saturation conditions, a HUGHES Probeye TVS 
3000 infrared thermal imaging system was used which provided 
temperature resolutions to within 0.01°C. This system verified 
a nearly constant temperature distribution (±0.5°C) of the inter
face along the entire length of the axial channel and indicated 
no measurable temperature variation in the axial direction. 

After reaching steady state, and the desired conditions, (i.e., 
dryout at the axial end of the channel and a pool temperate 
equal to the temperature of the heated region), all the tempera
tures were recorded. Using the temperature of the heated region 
the saturation pressure and fluid properties were calculated, as 
was the heat loss through the backside of the heater. The heat 
loss through the plate to the liquid pool could be neglected, 
since the temperature of the liquid pool was held at a tempera
ture equal to that of the heated region. The adiabatic length 
was measured using a cold stainless steel vernier scale, and a 
fluorescent lamp was used to help detect the dryout point. To 
obtain the net heat utilized in the evaporation process, the heat 
loss through the backside of the heater was subtracted from the 
applied heat. Using the procedure described above, the wetted 
length and the working fluid temperature were measured to 
within 0.01 mm and 0.2°C, respectively, for a variety of working 
fluids, tilt angles, and input heats. 

Results and Discussion 

Applying the numerical calculation of Euler to the nonlinear 
differential governing equation produces a meniscus profile, a 
radius of curvature, and xmax. The approximate analytical 
method described previously was used to determine the radius 
of curvature r and the location of the dryout point xmax. The 
governing equation was then transformed into the well-known 
Bernoulli differential equation, to produce a closed-form exact 
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Fig. 6 Schematics of the experimental system 
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solution for r expressed as the cube root of an exponential 
function. 

In the theoretical predictions, property values at a saturation 
pressure of 1 atm were used, and rj was set equal to r„ for 
simplicity, i.e., no adiabatic region along the x-direction. For a 
given set of conditions, xm.dX was first calculated from Eq. (23), 
and then the value of r was obtained directly from Eq. (22). 
The axial profiles for r(x) calculated by the numerical method 
and those found using Bernoulli's equation are plotted in Figs. 
7(a) and 1(b) for the case of methanol, with w = wb = 0.19 
mm, a = 30 deg, P = 15 deg and 25 deg; at two different 
thermal loads; q"h = 5,000 W/m2 and q"h = 10,000 W/m2, 
respectively. Increasing the heat flux and/or the tilt angle, forces 
xmm to be shortened. For every case, under the same conditions, 
the profiles obtained from Bernoulli's equation demonstrates a 
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Fig. 7 Radius of curvature versus axial length of several approaches 
for methanol, w = 0.19 mm, a = 30 deg; and (a) qS, = 5.0 Kw/m 2 , (/>) 
q"b = 10.0 KW/m2 

shorter value for jcmax than those obtained from the numerical 
method, due to the steep slope of r(x) in Bernoulli's equation, 
caused by the exponential function in Eq. (22). However, the 
form of r(x) displayed similar features in the convex form to 
those obtained using the numerical solution technique. This 
result confirms that the characteristic shape of the r(x) profile 
obtained from the numerical calculation can be approximated 
as an exponential function as shown in Eq. (22). 

It is interesting to compare the values of xmax obtained from 
the algebraic equation presented previously by Ha and Peterson 
(1994) to those obtained here using the numerical method and 
Bernoulli's equation. The values of xmtyx with respect to the 
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varying tilt angle for the case of ql = 7,500 W/m2 and w = 
wb = 0.19 mm and a = 30 deg are plotted in Fig. 8(a) . As 
illustrated, the difference of %max between the numerical method 
and the Bernoulli equation is nearly constant for every tilt angle, 
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Fig. 9 (e ) Wetted axial length for ethanol, w = 0.19 m m , q'b = 5.61 K W / 
m 2 , TM = 57°C 

while the values of xmm from the numerical method are signifi
cantly larger than those from the Bernoulli equation. This ten
dency is also apparent in Fig. 8(&) for q"b — 5,000 W/m2. 

Comparison of Figs. 8(a) and 8(b) illustrates the effect of 
heat flux, with a smaller heat flux inducing a longer wetted 
length. For every case shown in Figs. 8(a) and 8(i>) the values 
of xmaK from the numerical method are larger than those obtained 
from the Bernoulli equation, and are nearly the same as those 
obtained from the algebraic equation. 

By comparing these predictions with the experimental data 
the most applicable model can be identified. As described pre
viously, the experimental system was designed to control the 
length of the adiabatic region, yet maintain a constant length 
of the heated region. The experimental data for a variety of 
cases are plotted in Figs. 9(a) through 9(e) with predictions 
from Eq. (15) also shown. The capillary performance, i.e., the 
axial wetted lengths, with respect to tilt angle and applied heat 
flux, were measured for two working fluids, methanol and etha
nol. The range of tilt angles and heat fluxes was limited due to 
the dimensions of the grooved plate. 

The controlled length of the adiabatic region is denoted by 
the empty box • , and the location of dryout on the groove plate 
is denoted by the solid box • . For all cases, the variations of 
the measured value was within ± 1.0 mm. The data denoted by 
the symbols • and • represent the mean value of the maximum 
and minimum wetted axial lengths observed for each set of 
conditions. As the applied heat flux was increased, the thinning 
of the fluids along the groove became less abrupt, and continued 
gradually, ending in a region that was partially dried and wet 
over time. As expected, the capillary performance for the fluids 
decreased with increased tilt angles and/or increased heat flux. 

The predicted values of xmaK, calculated from Eq. (15) are 
plotted and denoted by the dashed line. In the calculation of 
xmm, the length of the adiabatic region used was the measured 
value, and for this adiabatic length, some of the values of the 
calculated jcmax values are plotted. For example, in Fig. 9 (a ) , 
for a given heat flux at /3 = 21 deg, the dryout point meets the 
end of the heated region with an adiabatic length of 2 cm. Some 
•Xmax values for an adiabatic length of 2 cm are calculated from 
Eq. (15) for the range of p = 20 deg to 22 deg. Figures 9(a) 
through 9(c) illustrate the results for methanol at three heat 
fluxes while Figs. 9(d) and 9(e) show ethanol at two heat 
fluxes. For the same conditions, the measured value of xmm for 
methanol were slightly greater than those for ethanol. Under 
the same heat flux and groove size, methanol induced a longer 
wetted length than ethanol because the latent heat of methanol 
is larger. For all cases, the plate temperature of the heated region 
was used as the saturation temperature of the working fluid, as 
explained previously. 

The predicted values for all cases are slightly higher than the 
experimental data. The measured values are from 80 percent to 
90 percent of the predicted values of algebraic equation. In 
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considering the results of Figs. 8(a) and 8(£>), Bernoulli's 
equation yields a slightly smaller value than those obtained 
from the algebraic equation. Thus, prediction by Bernoulli's 
equation, at first glance, seems to more closely predict the exper
imental data than does the algebraic equation. However, the 
slightly overpredicted value obtained from the algebraic equa
tion may be preferable because the possible existence of wall 
contamination and evaporation in the adiabatic region may hin
der the capillary performance. In practice, the triangular grooves 
were not quite triangular in shape as seen in Fig. 4, while 
the theory assumes a pin-point sharp triangular groove. This 
geometrical effect of the grooves as well as the surface 
roughness may have hindered the wicking action. 

From these observations it is apparent that the prediction 
from the algebraic equation, Eq. (15), is preferable when pre
dicting the capillary performance. 

It is important to note that the expression given in Eq. (15) 
has no empirical constants, yet the capillary performance is in 
very good agreement with the experimental data. As a result, 
it is worthwhile to reexamine Eq. (15). By scaling Eq. (15) with 
r„, Ha and Peterson (1994) presented a physical explanation of 
the capillary performance using dimensionless parameters such 
as the Bond number, Bo (the ratio of gravitational and surface 
tension forces), and the capillary number, Ca (the ratio of vis
cous and surface tension forces) as follows: 

- B o sin pRJ / / B o sin PRjV ~TRJ 
Xmax DCa y \ , DC* ) DCa K ' 

where 

W = — , Rj = !1 (28) 

and 

Bo = £8?l, Ca = ^ , g =
 8^cosa, ( 2 9 ) 

a ahys Ciw 

Because r0 defined in Eq. (26) characterizes not only the groove 
width but the groove depth, it was used as the reference length 
for Bo and xraax. In Eq. (27), Xma* is expressed by Rj, sin P 
and three dimensionless variables, Bo, Ca, and D. The first of 
these, Rj, accounts for the length of the adiabatic region, sin P 
for the inclination angle, Bo for some of the fluid properties, 
Ca for the combined effect of the remaining fluid properties 
and the heat input, and D for the groove shape. Here, Eq. (27) 
can be changed into a more concise and simple form. 

Equation (27) scaled by xm0o in Eq. (11) has the form 

Xma* = -W + V(f/?,e)2 + 3 (30) 

where 

Xmax = -J22i , e = xm0oroB. (31) 
Xm0o 

In this expression, Xmax is described in a closed form by only 
two dimensionless variables, Rj and e. Here, it is useful to 
consider the physical meaning of the term of e defined in Eq. 
(31). 

Equation (7) scaled by xmp0 has the following equivalent 
form: 

2 dR Xmpo , , „ x r , n 4 
R — = — T A(X - Xma*) - XnpoToBR* 

dX r0 

= 1R](X-X™*)-£R4 (32) 

where 

R = rlr0, X = x/xm/30. (33) 

The second term in the right-hand side in Eq. (32), eR4, repre
sents the effect of the gravitational term which causes the gov
erning equation to change from a linear differential equation to 
a nonlinear differential equation. Thus, e can be interpreted as 
a perturbation parameter. Introducing this perturbation parame
ter, a physical explanation of e is possible and can be repre
sented as a group of dimensionless parameters as follows: 

= 2R,•—%— Bo sin p. (34) 

In Eq. (34), e is expressed as a function of Rj, sin /3 and three 
dimensionless variables, Bo, Ca, and D. In other words, it is 
possible that Rj, sin p, Bo, Ca, and D can be combined into a 
parameter e in Eq. (34). If there is no adiabatic region, then Rj 
= 1, and Xlmx can be expressed in a very concise form as a 
function of only one variable, e. That is, 

Xmax = ~h + V(fe)2 + 3. (35) 

Conclusion 

In analyzing the capillary flow in a microgroove channel 
the analysis of the intrinsic meniscus in the axial direction is 
important, due to the size of the evaporating thin film region on 
the groove wall. For the intrinsic meniscus region, the capillary 
pressure difference was assumed to be caused by the receding 
of the intrinsic meniscus, which resulted in the axial liquid flow 
along the groove. Because the governing equation had the form 
of a nonlinear differential equation, approximate analytical solu
tions rather than a numerical calculation were used to obtain 
insight into the phenomena. 

Approximating the governing equation as a Bernoulli differ
ential equation yielded a solution for the radius curvature as 
the cube root of an exponential function and the axial profile 
of the radius of curvature was similar to the numerical results. 
The current model, however, predicts the dryout location to be 
somewhat shorter than that of the numerical model or the alge
braic equation solution. 

These predictions for the axial capillary performance were 
compared to experimental data obtained in an open air environ
ment. The results demonstrated that the prediction from the 
algebraic equation slightly overpredicts the wetted length and 
that the experimental data is approximately 80 percent of the 
algebraic prediction. The expression for the dryout location ob
tained from the algebraic equation showed good agreement with 
experimental data, and perhaps more importantly, required no 
experimentally correlated constants. The equation was nondi-
mensionalized, and expressed as a function of just one parame
ter which consists of the Bond number, the Capillary number, 
and the dimensionless groove shape geometry. 
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Transient Thermocapillary Flows 
Induced by a Droplet Translating 
in an Electric Field 
A spherical dielectric droplet translating steadily in another dielectric liquid with a 
uniform electric field imposed in the translational direction of the droplet is studied 
theoretically. With the small Reynolds number and large Peclet number assumptions, 
analytic solutions are obtained for the stream function with a term involving the 
interfacial temperature distribution which is then computed numerically. The results 
indicate that the interfacial temperature distribution is indeed nonuniform and the 
thermocapillarity might exist thereby. The induced thermocapillary flows in the drop
let are usually of multiple cells with which the heat transfer rate may increases or 
decreases depending on whether the original flow is enhanced or suppressed. For 
the example calculated in the present study, the heat transfer rate is decreased by 
the thermocapillary effect. 

Introduction 
Since Taylor (1966) analyzed the circulation inside a droplet 

caused by the interaction of a uniform electric field with the 
electric charge distribution induced along the droplet interface, 
the enhancement of heat transfer rate between a droplet and its 
surroundings by applying an electric field has been extensively 
studied. Qualitative and Quantitative results have been applied 
in many engineering systems such as compact direct-contact 
heat exchangers, spray cooling, extraction processes, etc. 

Circulation inside a droplet can be induced not only by 
applying an electric field but also by the translational motion 
of the droplet itself. The transport phenomena of a droplet in
duced by the above-mentioned hybrid fluid motion have been 
widely studied theoretically and numerically. Specifically, self-
similar solutions have been obtained by Chang et al. (1982) 
among others (Johns et al , 1966; Morrison, 1977; Chang et al., 
1985) for the transient heat and mass transfer of a droplet 
translating in an electric field with a low Reynolds number and 
a high Peclet number. The thin thermal boundary layer model 
employed by the previous investigators resulted in a uniform 
interfacial temperature distribution which is quite restrictive in 
the realistic situations. However, with convective heat transfer, 
the interfacial temperature distributions are necessarily nonuni
form. This nonuniformity of interfacial temperature distribution 
will then induce a thermocapillary flow and influence the tran
sient heat transfer. This phenomenon has never been investi
gated previously. The present study is therefore aimed at resolv
ing this deficiency and analyzing the thermocapillary effects on 
the transient heat transfer. 

By assuming a small Reynolds number and a large Peclet 
number, analytic solutions are obtained for the stream function 
with a term involving the interfacial temperature distribution 
which is then computed numerically. With such semi-analytic 
solutions, the transient thermocapillary flows and its effects on 
the heat transfer are analyzed and discussed. 

Mathematical Formulation 

Physical Modeling and Assumptions. Consider a spheri
cal dielectric droplet of radius a which is translating steadily at 
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Oct. 10, 1997; revision received, Mar. 16, 1998. Keywords: Heat Transfer. Associ
ate Technical Editor: R. Douglass. 

a velocity U„ in another dielectric medium with a uniform elec
tric field imposed in the translational direction of the droplet. 
Initially, the temperature of the droplet is T„ and the infinite 
ambient medium is at temperature T*. The schematic diagram 
and associated coordinate system employed are shown in Fig. 
1. According to the proposed physical model the flow is axisym-
metric with respect to the axis in the translational direction. 

Because of the temperature difference between the droplet 
and the ambient medium and the hybrid fluid motion resulted 
from the effects due, respectively, to the droplet translational 
motion and the imposed electric field, transient heat transfer 
between the dispersed phase (the droplet) and the continuous 
phase (the ambient fluid) is induced. During the heat transfer 
process, the surface temperature distribution of the droplet has 
to be nonuniform as a result of the convective effect surrounding 
it. This nonuniformity of interfacial temperature distribution 
will then induce a surface tension gradient due to the thermocap
illary effect which, in turn, results in a so-called thermocapillary 
flow. The fluid motion and the associated transport phenomena 
will be further influenced thereby. The present study is aimed 
at studying semi-analytically the thermocapillary flow so in
duced and its effect on the transient heat transfer of a single 
droplet translating in an electric field. 

However, in order to simplify the problem for the conve
nience of theoretical analysis, the following assumptions are 
necessary. 

1 Only a single droplet with a constant migration speed l/„ 
is considered and the flow field is axisymmetric as shown in 
Fig. 1. 

2 Both the droplet and ambient medium are incompressible 
Newtonian fluids. 

3 The magnetic and convective effects due to the electric 
field are neglected. 

4 Buoyancy effect is neglected under the microgravity envi
ronment. 

5 The Joule effect and viscous dissipation are neglected in 
the energy equation. 

6 All the thermodynamic properties are assumed constant 
except the surface tension which is considered as a monotoni-
cally decreasing function of temperature. 

7 The thermocapillary effects on the droplet migration 
speed and surface deformation are negligible. 

8 Transport phenomena with a small Reynolds number and 
a large Peclet number are assumed. 

752 / Vol. 120, AUGUST 1998 Copyright © 1998 by ASME Transactions of the ASME 

Downloaded 10 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



R„ = surface tension Reynolds number = aT{T0 - T„)al 
fllUi 

R = ratio of electric conductivities = oeJaei 

S = ratio of permitivities = exJe2 

X = ratio of viscosities = fa/fJ-i 

Stream Functions. By the assumptions (8) and (9), the 
dimensionless Stokes' stream functions for steady, creeping 
flow in both the continuous phase (phase 1) and dispersed phase 
(phase 2) are described by 

dr2 

sin 8 d 

^"dO dd 
4>, = 0 ; / = 1.2 (1) 

phase 1 

Fig. 1 The schematic diagram of the physical model and coordinate 
system 

9 The time scale of the electric field is assumed smaller 
than that of the velocity field which, in turn, is smaller than 
that of the temperature field. Therefore, when the temperature 
distribution and the associated heat transfer are considered, both 
the electric and velocity fields can be assumed asymptotically 
steady. 

Most of the above assumptions were more or less employed 
in the previous studies explicitly or implicitly. 

Nondimensionalization Scheme and Relevant Parameters. 
Before presenting the equations and solutions, the following 
nondimensionalization scheme is introduced first for the conve
nience of analysis. 

a. 

Pi ~ P>Ul 

£/„ 

T, T„ - 7U 

In the above expressions, E represents the imposed electric 
field strength and the subscript i = 1 (continuous phase) and 
2 (dispersed phase). 

Based on the above scheme, several parameters which will 
appear in the nondimensional equations and boundary condi
tions are presented in the following: 

Re, = Reynolds number = UMIVJ 
Pe, = Peclet number = U^ala-, 

with the following boundary conditions: 

1 - 2 

1 dil>2 

W r sin 6 dr 

i//i = i//2 = 0 at r = 1 

dtp i _ dip2 

as r -* °° 

= finite at r = 0 

dr dr 
at r = 1 

(2) 

(3) 

(4) 

(5) 

dVe1_V„1 [ 8V,., 

dr r r dd Mi dr r r d8 

UF Ra dT 
+ - T , . « = — - at r = l . (6) 

f/oo * Re, d8 

The last condition is the balance of the tangential stress at the 
droplet interface with (Tang, 1994; Taylor, 1966) 

_ -9E2ae2(SR - 1) sin 8 cos 6 

/x,t/„(2 + R)2 

= dimensionless electrohydrodynamic stress (7) 

TrOr 

and 

UE 
e,E a 

Mi 
(8) 

The general solutions of Eq. (1) are (Happel et al., 1965) 

<Ai = X (A„r" + B„r-"+[ + C„rn+2 + D„r~n+i) In ( Q 

(9) 

1A2 = X (A'nr" + B'„r-"+i + C>" + 2 + D'nr-+i) In (Q 
11=2 

(10) 

N o m e n c l a t u r e 

a = radius of droplet 
E = strength of electric field 

Nu = Nusselt number 
P — pressure 

Pe = Peclet number 
R = ratio of electric conductivities, 

Re = Reynolds number 
Ra = surface tension Reynolds number 

r = radial coordinate 
S = ratio of permitivities, e,/e2 

T = temperature 

T0 = initial temperature of droplet 
7^ = ambient temperature 

t = time 
t/« = migration speed of droplet 
us = surface velocity of droplet 
V = characteristic velocity induced by 

electric field 
W = relative importance of electric field 

and translational motion 
X = ratio of viscosities, ^2/^1 
a = thermal diffusivity 
e = permitivity 

H = dynamic viscosity 
v = kinematic viscosity 
p = density 
a = surface tension 

ae = electric conductivity 
aT = derivative of surface tension with 

respect to temperature 
8 = tangential coordinate 

Subscripts 
1 = continuous phase 
2 = dispersed phase 
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wherein ln(£) represents the first kind Gegenbaurer functions 
of order n and degree -\ with C, = cos 9. The coefficients are 

then determined from the boundary conditions. The final solu
tions are as follows (Tang, 1994): 

<A, = 4>° + €<A! 

2 + 3X 
r + 

2 4(1 + X) 4(1 + X) r 

«A> = 
2 + 3X 

r + 
X 1 

4(1 + X) 4(1 + X ) r 
- > sin' 

IV 

4(1 + X) 
1 r sin2 0 cos 0 + — I n 

4 ( 1 + X ) „ T 2 

W 
4(1 + X) 

1 *, 

1 — | sin2 9 cos 8 
, , , i i \ T _ r </r? 

= - £ n ( n - 1) 

In (Orf(9 

(18) 

4(1 + X ) R e l n r 2 

ln(Qc(0 (11) 

<A2 = <A° + e"A2 = 

IV 

1 

4(1 + X ) 
(r4 — r2) sin2 

4(1 + X) 
(r5 - r3) sin2 8 cos 

1A2 = 
1 

4(1 + X) 

W 
+ 

(r4 - r2) sin2 0 

(r5 - r3) sin2 0 cos 8 

T «(» - l ) ( r"+ 2 

4 ( 1 + X ) ~ 

4(1 + X ) 

- ^ £ n{n- \){rn+1 

4 ( l + X ) R e , „ t ; 

r") In ( 0 
Jo 

In ( 0 ^ 0 . (19) 

- r") In (0 f 
Jo 

In the above expressions 

dTt 

d8 

W = 
4V(1 + X ) 

In (£)<#• (12) 

(13) 

With such expansions, the flow field is then modified by T° 
through ip] taking into account the thermocapillary effect. Such 
a disturbance in the flow field will, in turn, affect the tempera
ture distribution resulting in the term T]. 

In the following, the differential equations and the initial and 
boundary conditions for 7? and T\ are given. The numerical 
method employed to solve these equations will be described in 
a later section. 

o:dll + Y>JvodTl + XAdl± 
with 

dt 

V = 
9E2ae2(l - SR) 

10/^,(1 + X)(2 + R)2 (14) 

The physical meaning of W is the relative importance of the 
electric field with respect to the translation of the droplet and 
Vis the maximum surface velocity induced solely by the electric 
field. 

The surface velocity of the droplet modified by the thermo
capillary effect becomes 

us 

sin 9 W 

2(1 + X) 2(1 + X) 

„_, sin 8 Jo 

sin 9 cos 8 + 

dT, 

1 

2^,(1 + X)U«, 

In (Qd9. (15) 

\ r' dr r 88 J 

d2T° 2dT° cot 9 8T° 1 82T°\ _ 

dr2 ' r * r2 88 ' r2 882 J ' 
« = 1, 2. 

(20) 

T° = 0, T°2 = 1; t = 0 (21) 

Tl = finite; r = 0 (22) 

Tl = 0; r -* 00 (23) 

Tl = T°2; r = 1 (24) 

r = 1 

It is obvious that, in order to determine completely the velocity 
field, the temperature distribution has to be found. 

Temperature Distribution. By assuming the thermocapil
lary effect is small, i.e., RJRei = e < 1, the stream function 
and temperature are expanded with respect to e as follows: 

t/i, = <p° + eip} + . . . ; i = 1,2 (16) 

T, = 7? + eT,1 + . . . ; i = 1, 2. (17) 

In the expansions, i/<? and 7"? are solutions without considering 
the thermocapillary effects. 

With the solutions for i/», obtained in the previous section, 
we have 

1 _ ^2 ui 2 . 
dr k{ dr 

dt \ • dr r 88 

2T]_ 28T[ cot£dT[ 1 d2T] 
+ ~ + r2 88 + r2 882 

(25) 

dr r dr 

1 ' dr r d9 

T\ = 0, T\ = 0; t = 0 

T\ = finite; r = 0 

7 1 = 0 ; r -• 00 

= 1,2 (26) 

(27) 

(28) 

(29) 
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Fig. 2 (73 x 33) grid system used for calculation 

T\ = 71; r = \ 

dT\ _ h&Tl 

dr k, dr 

(30) 

(31) 

The velocity fields (V°, V°s.) and (V '_, Vj,) are obtained, re

spectively, from the stream functions if/a and i//,' with 

1 dip0,' 

r2 sin 6 dd 

and 

1 04>°-

r sin 0 dr 

(32) 

(33) 

To find the analytical solutions for the temperature distribu
tions is a formidable task. Therefore, it has to be solved numeri
cally. 

Nusselt Number. For the convenience of discussion of the 
transient heat transfer between the droplet and the surrounding 
liquid, the Nusselt number is defined as follows. 

Therefore, 

and 

Nu - J " 
Jo 

dr 

Nu 

Nu 

Jo dr 

Jo dr 

sin 6d6 

sin Odd 

sin 9d9. 

(34) 

(35) 

(36) 

Numerical Calculations 

The governing equations for the temperature with the appro
priate initial and boundary conditions are solved numerically 
using the SIMPLE method developed by Patanka (1980) . Sev
eral important aspects about the numerical calculations are 
stated as follows. ( 1 ) The real-time marching scheme is em
ployed to simulate the transient heat transfer phenomena. Ini-
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Fig. 3 The interfacial temperature distributions and stream functions at f 0.005, 0.01, 
0.03, and 0.054; Pe, = 100, Pe2 = 1000, X = 1., W = 1.414, and k2/fri = 0.333 

tially, the time step is 10 ~4 with convergence criterion of 10 - 6 

in the relative error. As the asymptotically steady state is ap
proached, the time-step is changed to 10 "2 with the convergence 
criterion in relative error less than 5 X 10~6. (2) The ADI 
method is employed to facilitate the calculations. (3) A nonuni
form grid system in the continuous phase is used for the calcula

tions. The grid spaces near the droplet are much closer than 
those away from the droplet to simulate appropriately the tem
perature variation therein. The grid inside the droplet and in the 
^-direction are uniformly spaced. (4) Only the upper portion, 
0 =s 9 < w, is calculated and presented for discussion because 
of the symmetry of the problem itself. (5) The outer boundary 

15.0 

10.0 

Nu 

Pe1=100., Pe2=1000. 

X=1.,W=1.414, k./k,=0.333 

0.010 0.020 0.030 

t 
0.040 0.050 

Fig. 4 Variation of Nusselt number versus time 
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for the numerical domain is located, after a series of tests, at r 
= 22.98 where the variation of velocity field is negligibly small. 
(6) To demonstrate, as an example, the thermocapillary effects 
on the transient heat transfer, the following parameters are cho
sen for the calculations: Pe, = 100, Pe2 = 1000, X = 1, W = 
1.414, and k2/k, = 0.333, which are also within the parametric 
range studied by Abramzon and Borde (1980) and Chung and 
Oliver (1990). (7) Supplementary numerical calculations per
formed on various grid systems suggested that satisfactory grid 
independence could be achieved using a biased 73 X 33 grid 
with 73 grids in the r-direction and 33 grids in the ^-direction. 
Among the 73 grids in the r-direction, 32 grids are inside the 
droplet and 41 grids are in the ambient liquid. The schematic 
diagram is shown in Fig. 2. (8) The numerical calculations have 
been verified through comparisons with the results computed by 
Abramzon and Borde (1980). Good agreement between them 
has been achieved. (9) The asymptotic nature of the infinite 
series for the stream function has also been tested. Since the 
effect due to the seventh term of the series is of order 10 "s ~ 
10~6, within the parametric range of the present study, only the 
first six terms are used for the calculations. (10) The perturba
tion parameter used in the computation is e = 0.1. 

Results and Discussion 

In this section the thermocapillary effects on the flow struc
ture and transient heat transfer will be presented and discussed. 
The flow situation to be studied is Pei = 100, Pe2 = 1000, X 
= 1, W = 1.414, and k2lkt = 0.333. 

The basic flow structure, i.e., i//?, before taking into account 
the thermocapillary effect is qualitatively similar to all those 
presented by other researchers mentioned in the previous sec
tions. Therefore, it is of no interest to repeat herein. However, 
the corresponding surface temperature distribution of the droplet 
i.e., T°, is essential to the existence of thermocapillarity. It is 
then necessary to present the droplet surface temperature distri
bution before getting into the main discussion. 

Shown in Fig. 3(a) are the basic temperature distributions 
along the droplet surface, T°, at different times. It can be seen 
that T°, has a minimum around 8 = 120 deg in the beginning, 
i.e., at t = 0.005, and has its maximum at the rear stagnation 
point. At t = 0.01, the nonuniformity of the surface temperature 
distribution becomes more obvious with the local minimum 
moving toward 6 « 130 deg. However, as time goes on, e.g., 
at t = 0.03 and t = 0.054, the nonuniformity tends to diminish 
with the local minimum moving further toward the rear stagna
tion point; it is then around 9 **> 135 deg. In addition, there 
seems to have another local maximum around 9 » 80 deg at t 
= 0.03 and 0.054. These nonuniform surface temperature distri
butions at different times will therefore induce secondary flows, 
i.e., (//,', through the thermocapillary effect. The corresponding 
flow structures are shown in Figs. 3(b) -(e). 

Since in the present study it is assumed that the surface 
tension is larger in the lower-temperature region and smaller in 
the higher-temperature region, it can be seen that, a t ; = 0.005, 
a counterclockwise flow motion is induced in the right portion 
of the droplet and a clockwise flow motion in the left portion 
according to the surface temperature distribution at that time. 
At t = 0.01, as the local minimum of the surface temperature 
distribution moves toward 9 = 130 deg and the nonuniformity 
becomes stronger, the counterclockwise cellular motion in the 
right portion of the droplet becomes smaller but stronger. On 
the other hand, the clockwise cellular motion in the left portion 
of the droplet becomes larger and stronger. Interesting changes 
of the flow structure occur when the second local maximum 
appears around 9 «* 80 deg at t = 0.03 and 0.054. It can be 
seen in Figs. 3(of) and 3(e) that the flow structure now changes 
from two-cellular motion to three-cellular motion. It is counter

clockwise in the portions near the front and rear stagnation 
points and clockwise in the central. The flow strength becomes 
weaker as the nonuniformity of the surface temperature distribu
tion becomes milder. 

Shown in Fig. 4 are the transient heat transfer rates without 
and due solely to the thermocapillary effects, as indicated by 
Nu° and Nu1. The line with circles represents that without 
and the line with triangles represents that due solely to the 
thermocapillary effects. It can be seen that although Nu°, the 
heat transfer rate without thermocapillary effects, decreases as 
time proceeds, | Nu' |, the heat transfer rate due sole to the 
thermocapillary effect, reaches a maximum before it gradually 
decreases. For the present example calculated, the maximum 
value of |Nu ' | occurs around t » 0.010 when the surface 
temperature distribution becomes most nonuniform. 

Conclusions 
A single spherical dielectric droplet translating steadily in 

another dielectric medium with a uniform electric field imposed 
in the translational direction of the droplet is studied semi-
analytically. With the small Reynolds number and large Peclet 
number assumptions, analytic solutions are obtained for the 
stream function with a term involving the interfacial tempera
ture distribution which is then computed numerically. The fol
lowing conclusions can be drawn from the study. 

1 The interfacial temperature distributions are indeed non
uniform and the thermocapillarity might exist thereby. 

2 The induced thermocapillary flow structures are of multi
ple cells in accordance with the nonuniformity of the interfacial 
temperature distributions. 

3 With the thermocapillary effects, the heat transfer rate 
may increase or decrease depends on whether the original flow 
is enhanced or suppressed. For the example calculated in the 
present study, the heat transfer rate is decreased due to thermo
capillary effect. 

4 | Nu' |, the heat transfer rate due solely to the thermocap
illary effect reaches a maximum when the surface temperature 
distribution becomes most nonuniform. 
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Theoretical Analysis of 
Thermocapillary Flow in 
Cylindrical Columns of High 
Prandtl Number Fluids 
Steady and oscillatory thermocapillary flows of high Prandtl number fluids in the 
half-zone configuration are analyzed theoretically. Scaling analysis is performed to 
determine the velocity and length scales of the basic steady flow. The predicted scaling 
laws agree well with the numerically computed results. The physical mechanism of 
oscillations is then discussed. It is shown that the deformation of free surface plays 
an important role for the onset of oscillations in that it alters the main thermocapillary 
driving force of the flow by changing the temperature field near the hot-corner region. 
This phenomenon triggers oscillation cycles in which the surface flow undergoes 
active and slow periods. Based on that concept a surface deformation parameter is 
derived by scaling analysis. The deformation parameter correlates available data for 
the onset of oscillations well. 

Introduction 

Thermocapillary flow or heat-induced surface-tension-driven 
flow becomes oscillatory under certain conditions. Ever since 
the oscillation phenomenon was discovered by Schwabe et al. 
(1978) and Chun and Wuest (1979) experimentally in the so-
called half-zone configuration, in which a liquid column is sus
pended between two differentially heated rods, many investiga
tors have studied the phenomenon under various conditions both 
experimentally and theoretically. Masud et al. (1997) discussed 
some past studies pertinent to the present work. Despite those 
studies the cause of oscillations and the dimensionless parame
ter (s) to specify the onset of oscillations are not yet fully under
stood. Dimensional analysis shows that the only parameter that 
represents the thermocapillary driving force is the Marangoni 
number, Ma, or the surface-tension Reynolds number, Re, if 
the free surface is assumed to be rigid. Based on that, many 
investigators use a critical Ma to specify the onset of oscilla
tions. 

Much experimental data are available on the onset conditions 
in the half-zone configuration but they tend to be confusing and 
contradictory because of the possibility of additional effects, 
such as buoyancy, liquid column shape, and heat loss at the 
liquid free surface. For that reason, Masud et al. (1997) care
fully investigated those effects experimentally on the onset of 
oscillations. Their data, when those effects are minimized, to
gether with available data taken in microgravity, show clearly 
that Ma alone cannot specify the onset of oscillations: There is 
an order of magnitude difference in the critical Ma between our 
ground-based data with small zones (2 and 3 mm dia.) and the 
data taken in microgravity with much larger zones (30 to 60 
mm dia.). Such a large difference cannot be attributed to those 
effects mentioned above. Similar results were obtained with 
cylindrical containers by comparing our experiments on the 
ground and those in microgravity (Kamotani et al , 1994,1995). 

Therefore, experimentally it is clear that Ma is not sufficient 
to specify the onset of oscillations. At present that finding is 
limited to high Prandtl (Pr) fluids (Pr > 5). Not enough experi-

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division, Oct. 15, 
1997; revision received, Mar. 13, 1998. Keywords: Heat Transfer, Microgravity, 
Thermocapillary. Associate Technical Editor: R. Douglass. 

mental data are available for other Pr fluids. The objective of 
the present work is to identify the additional parameter for the 
half-zone configuration by theoretical analysis. We will start 
with the hypothesis that free-surface deformation plays an im
portant role in the oscillation mechanism and discuss the physi
cal mechanism. Finally we will derive a parameter to represent 
the free-surface deformation, which will be shown to correlate 
available experimental data on the onset of oscillations well. 

Oscillatory Flow in a Half-Zone 

The half-zone configuration investigated herein is sketched 
in Fig. 1. A vertical liquid bridge is formed between two differ
entially heated metal rods. In the present work it is assumed 
that (i) the static liquid free surface is flat, (ii) buoyancy is 
negligible, and (iii) the heat loss from the free surface is negligi
ble. Under those conditions the important dimensionless param
eters for steady flow are surface-tension Reynolds number 
(Rcr), Prandtl number (Pr), and aspect ratio (Ar). The Maran
goni number is defined as Ma = RaPr. If free surface deforma
tion is important, the capillary number (Ca) must also be in
cluded. 

Before the appearance of oscillations, the flow in the liquid 
column is axisymmetric and recirculates in a toroidal pattern 
with the fluid moving from the hot to the cold end along the 
free surface. Once the imposed temperature difference between 
the hot and the cold rod (AT) reaches a certain value (ATcr), 
the flow becomes time-periodic and three-dimensional. During 
oscillations a nonaxisymmetric flow pattern travels around the 
zone and at a given instant of time the pattern varies in a periodic 
manner in the azimuthal direction (Preisser et al., 1983). An 
important feature is that in a fixed radial plane (rz-plane in Fig. 
1) the surface flow becomes alternately fast and slow in one 
cycle of oscillations (Lee, 1991). During the period when the 
surface flow is strong, called the active period herein, the surface 
temperature along the free surface increases due to increased 
convection. The active period is followed by a period of weak 
surface motion, called the slow period, in which the surface 
temperature decreases. We have investigated oscillatory ther
mocapillary flows in other configurations, namely, in cylindrical 
containers (Kamotani et al., 1992) and in rectangular containers 
(Lee and Kamotani, 1991). The structure of the oscillatory flow 
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Fig. 1 Schematic of half-zone configuration 

varies substantially depending on the geometry but a common 
feature is the presence of active and slow periods. 

We are interested in the physical mechanism of oscillations 
and the parameter(s) to specify the onset. Near the onset condi
tions the value of Ca is usually much less than unity, which 
suggests that free surface deformation is very small. In fact, it 
is very difficult to see the flow-induced free-surface deformation 
experimentally without magnification. If, then, the free-surface 
deformation can be neglected, Ma is the only parameter con
taining AT. Ma represents convection heat transfer in the zone 
relative to conduction. As discussed by Masud et al. (1997), 
available data show that Ma must be larger than about 7 X 103 

for the oscillations to occur, which means convection is an 
important factor. However, that condition is a necessary but not 
sufficient condition, namely, Ma alone cannot specify the onset 
of oscillations even when Ma is large: Available experimental 
data show that for given Pr and Ar, the critical Ma varies with 
the zone diameter, which should not be true if Ma were the 
only critical parameter. This strong effect of zone diameter 
cannot be attributed to the effect of buoyancy nor to that of 
heat loss from the free surface (Masud et al., 1997). Therefore, 
we have to consider an additional feature and a parameter asso
ciated with it to explain the oscillation phenomenon. Before we 
discuss the additional feature, it is useful to understand the basic 
steady flow field. 

Analysis of Basic Flow Field 
A scaling analysis of the steady thermocapillary flow in the 

half-zone is presented herein to determine what forces are im
portant in the flow and to derive the important velocity and 
length scales. Since detailed experimental data are very limited, 
a numerical analysis is also performed to check the scaling laws 
as well as to give some guidance to the scaling analysis. The 
analysis is limited to high Pr fluids, namely, Pr = 10-100. For 

simplicity, we consider only the case with Ar = 0.7 (a typical 
value in many experiments). The free surface is assumed to be 
flat and undeformable in this steady flow analysis. The effects of 
buoyancy and heat loss from the free surface are not considered. 

The numerical analysis is based on the SIMPLER algorithm 
(Patankar, 1980) as in our past work on steady thermocapillary 
flows (Kamotani et al., 1994, 1995). The flow is assumed to 
be laminar, incompressible, and axisymmetric. The fluid proper
ties are considered to be constant in the analysis except for 
surface tension which varies linearly with temperature. The cy
lindrical coordinate system adopted herein is shown in Fig. 1. 
The velocity and stream function are nondimensionalized by 
aTATI\x and aTATR2/fi, respectively (Kamotani et al., 1996). 
The temperature is made dimensionless as (T - Tc)lAT. A 
nonuniform grid is employed with meshes graded toward the 
hot and cold walls and toward the free surface. The computed 
surface velocity and temperature distributions are presented in 
Fig. 2 for the conditions of Ar = 0.7, Pr = 100, and Ma = 
1.5 X 105 (the maximum Ma studied in the present numerical 
analysis). The computed values are obtained with three differ
ent grids, 60 X 80 (r X z), 90 X 120, and 120 X 160, with 
the smallest radial mesh sizes next to the hot and cold walls 
being 0.0004,0.0002, and 0.0001, respectively. With those grids 
the computed maximum surface velocities near the hot wall are 
0.0275, 0.0277, and 0.0277, respectively, and the maximum 
stream functions are 1.15 X 10"3, 1.02 X 10~3, and 1.01 X 
10 ~3, respectively. As Fig. 2 shows, the surface velocity and 
temperature distributions computed with the last two grid sys
tems are nearly indistinguishable. Based on the comparison, the 
90 X 120 grid is the finest grid system used in the present work. 
As Fig. 2 shows, there exists a very large surface velocity peak 
next to the cold wall. Since the cold wall peak occurs very close 
to the wall when Ma is large, one needs to use a finer mesh 
than used herein to resolve that peak very accurately (the com
puted peak cold wall velocities with the above three grids are, 
0.101, 0.0884, and 0.0856, respectively). However, the cold 
wall peak is highly localized when Ma is large, as will be 
discussed later, so that the other flow quantities can be predicted 
accurately without an accurate resolution of the cold wall peak, 
as can be seen in Fig. 2. 

The computed surface temperature and velocity distributions 
are presented in Fig. 3 for four different values of Ma. The 
surface temperature distribution is especially important because 
it is directly related to the driving force of the flow. When Ma 
= 100, the surface temperature decreases gradually from the 
hot to the cold wall, which means that the thermocapillary driv
ing force exists more or less uniformly over the surface and, 
consequently, the velocity distribution increases and then de
creases monotonically with the axial location. 

N o m e n c l a t u r e 

Ar = zone aspect (length/diameter) 
ratio 

k = thermal conductivity 
L = zone length 

LH = extent of hot corner (Fig. 5) 
Ma = Marangoni number, aTATL/fia 
Nu = Nusselt number 
Pr = Prandtl number, via 
R = zone radius 

(r, z) = coordinate system defined in 
Fig. 1 

Rcr = Reynolds number, aTATLlp^v 
S = S-parameter defined by Eq. (13) 
T = temperature 

Tc = cold wall temperature 

TH = hot wall temperature 
U0 = characteristic flow velocity in hot 

corner 
U* = dimensionless characteristic hot 

corner velocity, fj,U0/o-TAT 
a = thermal diffusivity 
A = length scale defined in Fig. 5 

AT = temperature difference, TH - Tc 

ATcr = critical temperature difference for 
onset of oscillations 

ATH = surface temperature variation in 
region A 

Ss = free-surface deformation in re
gion A 

6TC = thermal boundary layer thickness 
along cold wall 

6TH = thermal boundary layer thickness 
along hot wall 

6Ts = thermal boundary layer thickness 
along free surface in hot corner 
(Fig. 5) 

\x = dynamic viscosity 
v = kinematic viscosity 
p = density 
a = surface tension 

aT = temperature coefficient of surface 
tension 

'J'max - maximum stream function 
'I'JSax = dimensionless maximum stream 

function, jj,^mJaTATR2 
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Fig. 2 Surface velocity and temperature distributions computed with 
various grid systems (Ma = 1.5 x 106, Ar = 0.7, and Pr = 100) 

With increasing Ma, convection causes large surface temper
ature changes near the hot and cold walls, called the hot and 
cold corner regions herein, with a relatively uniform tempera
ture region in between. As a consequence, large driving forces 
exist mainly in those corner regions and the velocity has a 
peak in each of those regions. The corner regions shrink as Ma 
increases. One important consequence of the fact that the large 
driving force appears mainly in those corner regions which 
shrink with increasing flow speed is that the overall flow re
mains viscous-dominated even when Ru is much larger than 
unity (Masud et al., 1997). Oscillations are known to appear 
when the basic flow has such surface temperature and velocity 
distributions, and in our concept of the oscillation mechanism, 
which will be discussed later, the hot corner region plays the 

Fig. 3 Computed surface velocity and temperature distributions at vari
ous Ma for Ar = 0.7 and Pr = 50 

Fig. 4 Computed streamlines and isotherms for Ma = 1.1 x 10s, Ar : 

0.7, and Pr = 50 

primary role. Therefore, it is important to understand what is 
happening in the hot corner, as well as to know the proper 
length and velocity scales of the problem when Ma is large. 
Typical streamline and isotherm patterns are shown in Fig. 4 
for a large Ma, which will be referred to in the scaling analysis. 

The scaling analysis given below is similar to the one we 
performed for cylindrical containers (Kamotani et al., 1996). 
Since Ar is assumed to be constant, only one overall length 
scale (L) is used. The analysis presented herein is limited to 
the viscous-dominated regime (the range of Ra for this regime 
will be discussed later), which means that Ma is the only param
eter. 

Although the thermocapillary driving force exists mainly in 
the two corner regions, the driving force in the hot corner be
comes more important for the overall flow as Ma becomes large, 
as will be shown later. As can be seen in the streamline pattern 
in Fig. 4, the overall flow pattern is unicellular, and the center 
of the cell is located close to the hot corner because the main 
driving force exists there. As sketched in Fig. 5, the important 
quantities in the hot corner region are the location of the velocity 
peak A, the thermal boundary layer 6TH, and the peak velocity 
value U0, which represents the characteristic velocity of the 
region. The region defined by A is very important because it 
determines the velocity scale. Balancing the shear stress with 
the thermocapillary driving force at the free surface over A one 
obtains 

" 4 ' 
Of -

A7V, 
A 

(1) 

thermal boundaiy 
lajer ~~ 

Fig. 5 Velocity and temperature distributions and various length scales 
in hot corner (Us = surface velocity, Ts = surface temperature) 
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where ATH is the temperature variation over A. The fact that 
the length scales in the r and z-directions are the same in viscous 
turning flow is utilized in the above balance. 

As illustrated in Fig. 5, a thermal boundary layer exists along 
the hot wall since Ma is large. The fluid velocity along the hot 
wall varies from 0 at r = 0 to U0 near the free surface so that 
the average velocity scales with U0. Then, by balancing the 
convection and conduction in the thermal boundary layer one 
obtains 

"77/ 

L 
a (2) 

Within region A the surface temperature gradient is large and 
nearly constant (Fig. 5) , and the velocity increases almost lin
early there. Such a large and nearly constant temperature gradi
ent is created because the convection along the hot wall into A 
is balanced by the conduction in that region, namely 

V0 
AT ATH 

A2 (3) 

One must balance the overall heat transfer rate at the hot and 
cold walls. As seen in Fig. 4, most of the flow generated in the 
hot corner toward the cold region turns before it gets close to 
the cold wall. The turning flow generates a thermal boundary 
layer along the cold wall. A balance of convection and conduc
tion in the boundary layer gives 

. , 6TCAT AT 
UoTT~aWc 

(4) 

where the velocity scale is modified by the factor 8TC/L near 
the thermal boundary layer because the flow velocity decreases 
gradually toward the cold wall. In the present cylindrical con
figuration, the heat transfer near the free surface contributes 
more to the overall transfer rate than that in the region near the 
centerline, because the former region occupies a larger area. As 
the isotherms of Fig. 4 show, the bulk fluid temperature just 
outside the hot wall thermal boundary layer in the region rlR 
> 0.5 is relatively large and uniform. Thus, the temperature 
drop across 8m is considered to scale with ATH in the heat 
transfer analysis. By balancing the overall heat transfer rate at 
the hot and cold walls one obtains 

ATH 

k=^-L 
8TH 

Ore 
(5) 

The extent of the hot corner, LH, can be estimated by balanc
ing the total heat transfer along the hot wall and the heat flux 
through the thermal boundary layer 5TS in the hot corner, 

a ^ L ~ UaAT8T 
OTH 

UaAT\ 
/aLH 

\ U0 
(6) 

Since a relatively large surface temperature gradient exists only 
over LH, the flow is mainly driven over that region. Therefore, 
the total volume flux, or the maximum stream function, scales 
with U0LHL. 

The quantities U0, A, 8m, 8TC, ATH, and L„ can be deter
mined from Eqs. (1) - (6). The dimensionless heat transfer rate 
(Nusselt number) can be expressed as Nu ~ L/8TC. As ex
plained above, the dimensionless maximum stream function can 
be computed as ty^ 
ing scaling laws: 

U*LH/L. One then obtains the follow-

Cowley and Davis (1983) analyzed viscous thermocapillary 
convection at high Marangoni number and they derived various 
scaling laws for the hot corner. The main difference between 
their analysis and the present one is that the overall flow is 
mainly driven in the hot corner in the present analysis, while 
the surface temperature drop in the Cawley and Davis analysis 
is only a fraction of A7". Despite this difference, Cowley and 
Davis obtained the same scaling laws for Nu and U* as in the 
present analysis. 

For the cold corner region, the location of the peak velocity 
in that region can be determined by balancing the convection 
along the free surface and the conduction in the same direction, 
with the result that the extent of that region relative to L scales 
with Ma"1 (Ostrach et al., 1985; Canright, 1994). Therefore, 
the cold corner is a relatively small region compared to the hot 
corner whose extent (~LH/L) scales with Ma"2 '7 (Eq. (10)), 
which is due to the flow being accelerated toward the wall in 
the cold corner. As a result, the large-velocity peak in the cold 
corner disappears quickly away from the free surface when Ma 
is large (Masud et al., 1997). 

The quantities U*, AIL, Nu, and \T/£ali c.an be determined 
from the numerical analysis. The scaling laws (Eqs. (7) - (10)) 
are compared with the present numerical results in Fig. 6. They 
are in good agreement above Ma > 1.5 X 103 and up to certain 
Reynolds numbers to be discussed below. The present scaling 
laws are based on the assumption that the flow is viscous-

• Pr=10 O Pr = 20 • Pr = 50 A Pr=100 

TMAX 

Ut ~ ATHIAT ~ Ma""7 (7) 10-3 

AIL ~ Ma""2 (8) 

Nu ~ LISTC ~ Ma2'7 (9) 

* l x ~ UtLHIL ~ Ma"3/7 (10) Fig. 6 C 

Journal of Heat Transfer 

Ma 

Fig. 6 Comparisons of scaling laws with computed results 
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dominated. Therefore, the upper limit of validity of those scal
ing laws is determined by the Ra limit for viscous flows. The 
quantity 1>£ax is found to deviate first from the viscous scaling 
law because it is associated with the bulk flow while the other 
quantities are associated more with the flow near the hot wall. 
According to the present numerical analysis the computed \&max 

deviates from the scaling law beyond about Ru of 1000 for Pr 
= 10 and 1500 for Pr = 20. The Ra limits for larger Pr fluids 
are beyond the maximum R<r computed. Since the flow is known 
to become oscillatory mostly in the range of Fig. 6, the viscous 
scaling laws will be used in the following analysis of the oscilla
tion phenomenon. The fact that the flow is viscous-dominated 
is very important because it means that the oscillation phenome
non is not due to a hydrodynamic instability where inertia forces 
play an important role. 

Physical Mechanism of Oscillations 
Based on our past extensive analyses and experiments, we 

now describe our concept of the oscillation mechanism which 
involves a nonlinear coupling among the surface temperature 
distribution, velocity field, and free-surface deformation. Since 
it is a complex mechanism involving free-surface deformation, 
a few important basic elements are discussed first. In the follow
ing discussion, the flow along the free surface toward the cold 
wall is called the surface flow and the flow toward the hot wall 
in the interior is called the return flow. 

First, it is important that Ma is large enough so that the 
hot corner region exists. The major driving force exists in that 
relatively small region and what happens there can influence 
the entire flow field. A balance exists in the hot corner between 
strong convection by the surface flow and that by the return 
flow when the flow is steady. However, in a transient situation 
if they are not balanced at any moment, the unbalance could 
change the surface temperature distribution substantially and, 
consequently, the entire flow field. 

Secondly, the surface flow is driven by thermocapillarity but 
the return flow is driven by the pressure gradients generated by 
the surface flow. Therefore, since the pressure near the free 
surface is determined by the free-surface shape, the return flow 
is closely related to the free surface shape. Consequently, when 
the surface flow is changed (e.g., accelerated) locally, there is 
a finite time lag before the return flow responds to the change 
because it takes a finite time to change the free surface shape, 
which results in the aforementioned transient unbalance be
tween them. 

We now put those elements together to explain the oscillation 
phenomenon. Although the observed oscillatory flows are gen
erally three-dimensional, we will concentrate on the activity in 
one radial plane (r-z plane) for simplicity. As described earlier, 
the surface flow goes through active and slow periods in one 
radial plane. 

According to our flow observations the oscillations start in 
the hot corner and spread toward the cold corner. The active 
period is initiated in the following way. The most important 
process occurs in the region defined by A. Suppose that the 
surface flow in that region becomes somewhat stronger for some 
reason (e.g., a change in the heat input) so that the surface 
velocity increases by a finite amount. The return flow does not 
respond immediately to the change because of a time lag due 
to free-surface deformation. Because of the deformation, a small 
amount of the fluid is removed from region A and transported 
downstream along the free surface (Fig. 7(a)). The removal 
of the fluid in region A exposes the slightly cooler fluid below 
the surface and, consequently, the surface temperature gradient 
becomes larger there (Fig. 1(b)). At the same time, the hot 
fluid transported out of A increases the surface temperature 
gradient just outside that region (Fig. 1(b)). As a result, the 
overall thermocapillary driving force in the hot corner increases 
and thus the surface flow velocity increases further. The surface 

FREE SURFACE 

Fig. 7(a) Free-surface shape change 

z/L 1 z/L 1 

Fig. 7(b) Surface velocity and temperature variations (Ts = surface 
temperature, Us = surface velocity 

Fig. 7 Variations of free surface shape and surface velocity and temper
ature distributions in hot corner at the beginning of an active period. 
Dotted and solid lines represent initial and transient states, respectively. 

velocity in the hot corner continues to increase until the return 
flow catches up with the surface flow change. Eventually, the 
whole flow field becomes active and temperature increases over 
most of the free surface. This is the active period for this radial 
plane. 

The return flow eventually begins to cool the surface flow, 
which then begins to slow down. This is the beginning of the 
slow period. The hot region retreats toward the hot wall in the 
slow period. Both surface and return flows slow down in this 
period. When the surface flow goes back to the original state 
near the end of this period, the return flow lags behind it because 
the surface must deform in order to slow down the return flow. 
Consequently, the return flow becomes somewhat stronger than 
the surface flow in region A, and the surface temperature begins 
to decrease. The increased surface temperature gradient in A 
revitalizes the surface flow and the whole process repeats. 

In summary, the oscillation phenomenon is a nonlinear phe
nomenon in which the driving force is continuously altered by 
the flow. Free-surface deformation is important because it 
causes the important time lag in the region A to initiate an 
active period. 

Important Parameters for Oscillations 

Finally, we discuss the conditions for the onset of oscillations 
and the dimensionless parameters associated with it. It was 
mentioned earlier that Ma is an important parameter and it has 
to be larger that a certain value (about 7 X 103) to have oscilla
tions but another parameter is required to describe the onset of 
oscillations. In our concept of the oscillation mechanism the 
other parameter is associated with free-surface deformation. 
From the earlier discussion of the oscillation mechanism the 
free-surface deformation plays two important roles. First, it 
causes a time lag between the surface and return flows in the 
region defined by A. Second, it changes the surface temperature 
distribution in the region A (hence the thermocapillary driving 
force) as hot fluid is removed from the surface. In what follows 
the amount of surface deformation in the region A is estimated. 
Since the surface flow thickness is A, if the surface deformation 
is comparable with A, there would be a substantial change in 
convection and, as a result, the driving force would be altered 
significantly, which would lead to oscillations. Therefore, we 
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will seek the condition that the free-surface deformation be
comes comparable to A in the following discussion. We focus 
on the conditions near the onset of oscillations so that the veloc
ity and length scales obtained for the basic flow are still valid. 

The surface deformation of interest, <5, (see Fig. 7 (a)) , causes 
a time lag of order 6JU0, since it takes that long to deform the 
surface by the local velocity scale U0. After the time lag, the 
return flow responds to the change in the surface flow, which 
means that the deformation must create a sufficient pressure 
gradient for the response. As will be seen later, the time lag is 
very small compared to the viscous diffusion time. Therefore, 
we have to include the unsteady term in the equation of motion 
to estimate the amount of free-surface deformation. Assuming 
that the free-surface deformation is small compared to the over
all length scale, the pressure at the free surface caused by 6S in 
the region A scales with aSJA2. As discussed above, the free-
surface deformation of interest generates a pressure gradient 
over the region A to change the return flow velocity by a finite 
amount after the time 6JU0. The amount of deformation is 
estimated by balancing the pressure gradient generated in the 
region A and the unsteady term in the momentum equation, 
namely 

U0 6, \ 
psju;ra^A (11) 

from which one obtains 

From the above discussion the condition to start the oscillation 
process is that the ratio 8 J A be of order unity. To be consistent 
with our past work we call the square of the ratio (as in Eq. 
(12)) a surface deformation parameter or S-parameter. Using 
the scaling laws for U0 and A given in Eqs. (7) and (8) the S-
parameter can be written as 

s / « . y = £2A7;i _ 3 
\AJ a Pr 

In our earlier work for the half-zone (Kamotani et al., 1984) 
we obtained a similar expression for S empirically but without 
the Ma dependence, because it was based on ground-based data 
taken in a limited Ma range. 

Based on the above results the time scale of the deformation 
SJUo relative to the viscous diffusion time can be expressed as 
(PrcrrA7,/o-)"2/Ma5"t, which is much less than unity near the 
onset of oscillations. That is the reason for the use of the un
steady term to estimate the deformation in the above analysis. 
Note also that the deformation causes a time lag between the 
surface and return flows and, as such, it is important only in 
the oscillatory flow. 

We now correlate the available experimental data in terms 
of Ma and S. In Fig. 8 representative existing data for the onset 
of oscillations are correlated in terms of S and Ma. In the above 
analysis Ar is assumed to be constant, so the data in Fig. 8 are 
chosen in a limited range of Ar (0.5 < Ar s 1.5). It is noted 
that within that Ar range there is no consistent trend of Ar in 
the data given in Fig. 8. Experimental data taken in one-g are 
all somewhat scattered around Ma = 104. There are more data 
available in that region but they are not shown here because 
they simply bunch up in the same region. If we include the 
microgravity data to cover a wider range of Ma, Fig. 8 suggests 
that the flow becomes oscillatory when S is larger than about 
0.01 (or the ratio 6JA is larger than 0.1). 

Although more microgravity data for a larger Ma range are 
needed, based on what is presently available, the 5-parameter 
seems to specify the onset conditions well. In order to validate 
our concept of oscillations further, we are investigating the 

Ar = 0.5 1.5, Pr = 7-81 

A 
A 

• % • 

f - # • • • • 

1-gdata u -g data 

104 Ma 1 ° 6 

• Masud et al. (1996), Ar=0.5 - 1 , Pr=27 - 59 

• Velten etal. (1991), Ar=0.5 - 0.76, Pr=7 

• Ostrach et al. (1985), Ar=0.62 - 1 , Pr=23 - 60 

• Albanese et al. (1995), Ar=0.75 -1.5, Pr=74 

A Hirataetal. (1993), Hagaetal. (1995), Ar=1, Pr=81 

• Fortezza et al. (1993), Ar=0.9, Pr=30 

Fig. 8 Correlation of available experimental conditions for onset of os
cillations in terms of Ma and S 

coupling among the free-surface deformation, surface temper
ature distribution, and velocity field during oscillations in our 
microgravity experiments performed in 1995, but the data are 
still being analyzed so that they are not discussed here. 

Conclusions 

In thermocapillary flow of a high Prandtl number fluid in 
a half-zone there appears, when Ma is large, a hot-corner 
region next to the hot wall where the flow is mainly driven. 
Because the hot corner region shrinks with increasing Ma, 
the flow remains viscous-dominated even when the Reynolds 
number is large. The present analysis shows that free-surface 
deformation plays an important role in oscillatory thermocap
illary flow in high Pr fluids. The deformation induces a small 
time lag before the return flow responds to a change in the 
surface flow and alters the the driving force in the hot corner, 
which triggers oscillation cycles in which the surface flow 
becomes alternately fast and slow. Based on that concept the 
surface deformation parameter (S-parameter) is derived by 
scaling analysis. When the parameter becomes larger than a 
certain value, the free-surface deformation in the hot corner 
becomes large enough to change the temperature field there 
substantially to initiate oscillations. Available data, which 
cover wide ranges of conditions, are shown to be correlated 
by the S-parameter reasonably well. 
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Electronic Desorption of 
Surface Species Using 
Short-Pulse Lasers 
New methods of removing surface contaminants from microelectronic and microelec-
tromechanical systems (MEMS) devices are needed since the decreasing size of their 
components is reducing the allowable contamination levels. By choosing the pulse 
duration andfluence to optimize electronic rather than thermal desorption in short-
pulse laser processing, surface species can be removed without exceeding maximum 
temperature constraints. A two-temperature model for short-pulse laser heating of, 
and subsequent desorption from, metal surfaces is presented. A scaling analysis 
indicates the material properties and laser parameters on which the ratio of electronic 
to thermal desorption depends. Regimes of predominantly electronic and thermal 
desorption are identified, and predicted desorption yields from gold films show that 
electronic desorption is the primary desorption mechanism in certain short-pulse 
laser processes. 

Introduction 
The decreasing size of microelectronic components and de

vices is resulting in the establishment of more stringent require
ments on allowable levels of surface contamination during fabri
cation and prior to packaging. Surface contaminants like water 
and ionic atmospheric species corrode electronic materials in 
the same way that bridges, automobiles, and pipelines are cor
roded. The small dimensions of microelectronic devices, how
ever, mean that even a few nanograms of corrosion can cause 
significant damage and even complete device failure (Comizzoli 
et al., 1986). Electrical leakage, oxidation, and contamination 
are among the undesirable effects of residual moisture entrap
ment in electronic assemblies (Leech, 1994). Therefore, it is 
now necessary to remove very small amounts of adsorbed mole
cules from metal and semiconductor surfaces. A technological 
challenge to removing smaller amounts of contaminants is that 
the adhesion forces become greater as the amount of coverage 
of the contaminant is decreased. For example, Prybyla et al. 
(1992) remarked in their study of the removal of carbon monox
ide from copper that when the coverage was a third of a mono
layer or less, it was significantly harder to remove the carbon 
monoxide molecules. A monolayer film is one atom or molecule 
thick over the entire surface. 

Small amounts of liquid molecules also create substantial 
problems in microelectromechanical systems (MEMS) manu
facturing. Stiction is the permanent attachment of one part of 
a microstructure to another, typically the fusion of a slender 
component, such as a cantilever or membrane, to the underlying 
substrate layer. Stiction reduces device yields and useful op
erating lifetimes and is one of the major barriers to large-scale 
MEMS production and marketability (Walsh et al., 1995). A 
common stiction failure involves the collection of small 
amounts of liquid underneath a cantilever. When the liquid is 
removed, the surface tension forces deform the cantilever. The 
cantilever may come into contact with the underlying substrate 
and permanently adhere, thus making the device inoperable 
(Legtenberg et al., 1994). 
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Since the allowable levels of surface contamination are de
creasing, new methods and processes need to be developed and 
implemented to achieve these higher standards. Since 1990, 
several experimenters have used short-pulse lasers to desorb or 
remove undesirable molecules from metal and semiconductor 
surfaces. There are several advantages of laser-based contami
nant removal processes, including that they are noncontact, do 
not require the use of toxic chemicals, can achieve high spatial 
resolutions, and can remove very small contaminants which 
have high adhesion forces (Park et al., 1994). One of the key 
features of ultrashort-pulse desorption experiments is that they 
have enhanced desorption yields over that of nanosecond laser 
pulses of comparable fluence (Busch et al., 1995). Fushinobu 
et al. (1996) proposed an ultrashort-pulse laser process for re
covering stiction-failed microstructures based on the premise 
that liquids trapped between a cantilever and the substrate could 
be desorbed. Tien et al. (1996) later demonstrated that this 
technique could be used to recover failed microstructures. Thus, 
short-pulse laser contaminant removal processes are viable and 
should be investigated. 

The important materials in microelectronics and MEMS are 
metals and semiconductors. This paper examines the removal 
of undesirable surface species from metals using short-pulse 
lasers. A two-temperature model of short-pulse laser heating 
and desorption is presented and used to predict desorption yields 
from gold films of two thicknesses for a range of laser pulse 
durations and fluences. Of particular interest are the relative 
contributions from electronic and thermal desorption mecha
nisms. Regimes of thermal and electronic desorption are identi
fied, and implications for optimum laser surface contaminant 
removal are presented. 

Short-Pulse Laser-Induced Desorption 
Three mechanisms exist by which a laser can desorb, or 

remove, unwanted molecules from the surface of a substrate: 
resonant excitation of the adsorbate, thermally induced desorp
tion, and electronically induced excitations (Cavanagh et al., 
1990). A brief summary of these mechanisms is provided in 
this section. If the species on the surface are excited by the 
incoming laser irradiation directly, they can resonantly absorb 
enough energy to leave the surface. For a very thin layer of 
weakly absorbing contaminants, it is usually not possible for 
enough energy to be absorbed by the surface species for them 
to desorb (Zhu, 1994). In a thermal desorption process, the 
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substrate absorbs the incoming radiation and is heated. Lattice 
vibrations, phonons, then transfer sufficient vibrational energy 
to the adsorbates on the surface for desorption. 

In electronically induced desorption processes, the laser radi
ation is also absorbed by the substrate, but the energy is trans
ferred to the surface species through excited electrons in the 
substrate which change the electronic state of the adsorbate-
surface bond. In the excited electronic state, the surface species 
can acquire the necessary energy to leave the surface. One 
significant advantage of an electronic desorption mechanism is 
that surface species can be removed without significantly heat
ing the substrate material. Most microelectronic and MEMS 
devices should not be significantly heated after the metallization 
processing has been completed. Since electronic desorption 
mechanisms can be used to remove adsorbates without heating 
the substrate, processes utilizing this technique could be em
ployed without damaging devices or structures. 

Ultrafast lasers have pulse durations on the order of or less 
than a picosecond, 10"12 s, and have been used to create ener
getic electrons in metals for the purpose of electronically de-
sorbing surface species. Prybyla et al. (1990) desorbed nitric 
oxide, NO, molecules from a palladium surface using subpico-
second laser irradiation. Since then, several other investigators 
have similarly removed surface species using laser pulses on 
the order of a hundred femtoseconds, fs, 10~15 s (Prybyla et 
al , 1992; Kao et al., 1993a, b; Busch et al., 1995). The laser 
wavelength in the these experiments was usually 620 nm, but 
experiments were also performed at 310 nm. 

Modeling of Short-Pulse Laser-Induced Desorption 
In order to correctly model short-pulse laser heating of (and 

subsequent desorption from) metals, it is necessary to under
stand the energy absorption, transport, and storage phenomena. 
A metal can be represented schematically as a sea of electrons 
surrounding the ion cores arranged in a crystalline lattice struc
ture. When the metal is irradiated by a laser, the radiant energy 
is first absorbed by the electrons. The electrons then transfer 
the energy to the metal lattice. 

The electron-lattice relaxation time, tc, is the time scale in 
which the transfer of energy from the electrons to the lattice 
occurs and is on the order of a picosecond for metals (Qiu and 
Tien, 1994). When the duration of the laser pulse, tp< is on 
the order of or shorter than the relaxation time, a substantial 
nonequilibrium can occur between the electron and lattice tem
peratures, Te and Tt, respectively. An additional time scale, the 
thermalization time, specifies the amount of time necessary to 
fully establish an electron temperature; before this time the 
electron temperature is only an approximation. Fann et al. 
(1992) measured the time necessary to establish an electron 
temperature in gold to be 800 fs. 

It should be noted that there is some inconsistency in the 
literature with regards to the thermalization and relaxation time 
terminology, with some authors calling the time for the electrons 
to transfer their energy to the lattice the thermalization time. 
The convention followed in this paper is that the time for the 
electrons to reach an equilibrium temperature is called the ther
malization time and the time for the electrons to transfer energy 
to the lattice is called the relaxation time. Also, thermal diffu
sion throughout the metal becomes important at longer times, 
typically times on the order of tens of picoseconds. 

A two-temperature, or two-step, model of heat diffusion was 
originally proposed by Anisimov et al. (1974) and later derived 
from the Boltzmann equation by Qiu and Tien (1993a) for 
short-pulse laser heating of metals. Qiu and Tien (1993a) 
showed that conventional models, which assume instantaneous 
transfer of energy to the lattice, ignore the time required for 
energy transfer and therefore predict higher lattice temperatures, 
lower electron temperatures, and smaller heat affected regions. 
Consequently, conventional models cannot be used for short-
pulse laser interactions with metals when the electron-lattice 
relaxation time is considered. Thus, the two-temperature model 
is used in the present investigation. 

Since the size of the laser beam is large compared to the 
laser penetration depth, short-pulse laser heating of metals can 
be modeled as one-dimensional. The electron and lattice energy 
equations are (Anisimov et al., 1974) 

C.(T.) 
dT„ 

V'• ( /cVrj - G(Te - T,) + S (1) 

C,~ = G(Te-T,) (2) 
at 

where K is the thermal conductivity. The electron-phonon cou
pling factor, G, transfers energy from the electrons to the lattice 
and is considered independent of temperature (Kaganov et al , 
1957; and Schoenlein et al., 1987). The linear variation of the 
electronic specific heat with Te is written as Ce(Te) = yTe for 
temperatures much below the Fermi temperature, which is 
around 60,000 K for gold (Kittel, 1986). The thermal conduc
tivity of the electrons is much larger than that of the lattice. 
Thus, the majority of the energy is transported by the electrons, 
and conduction through the lattice can be neglected. For exam
ple, in gold at room temperature, 99 percent of the energy 
transfer is through the electrons (Klemens and Williams, 1986). 
Equations (1) and (2) are valid below the melting temperature 
of the metal, which is 1338 K for gold (Kittel, 1986). 

The laser source term, S, in Eq. (1) is 

S = al, (3) 

N o m e n c l a t u r e 

A = scaling factor in the desorption rate 
equation, molecules /(m2 s) 

C = specific heat per unit volume, 
J/(m3K) 

E = activation energy for desorption, J or 
eV 

G = electron-lattice coupling factor, 
W/(m3 K) 

/ = laser intensity as a function of time 
and space, W/m2 

J = laser fluence per pulse, J/m2 

k = Boltzmann's constant = 
1.381 -10~23, J/K 

L = thickness of the metal layer, m 
n = surface concentration, molecules /m2 

R = reflectivity 
S = energy source term in the carrier en

ergy equation, W/m3 

T = temperature, K 
T0 = initial temperature, K 

t = time, s 
tc = electron-lattice relaxation time, s 
tp = pulse duration (full-width at half-

maximum), s 
x = spatial coordinate, m 
Y = yield, molecules/m2 

Greek 

a = absorption coefficient, m"1 

y - electronic specific heat 
coefficient, J/(m3 K2) 

K = thermal conductivity, W/(m K) 
8 = radiation penetration depth, m 

ATC = temperature nonequilibrium 
between the electrons and the 
lattice, K 

AT,/, = temperature increase due to 
thermal heating, K 

Subscripts 
e — electron 

el = electronic 
/ = lattice 

th = thermal 
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where / is the laser intensity and a the absorption coefficient 
of the metal. The absorption coefficient of the metal is the 
inverse of the radiation penetration depth, S. For a spatially 
uniform and temporally Gaussian laser pulse, with a full-width 
at half-maximum (FWHM) pulse duration of tp centered at time 
t = 0, the intensity is 

7_2Vto(2)J 
Tfft,, 

R) exp -f 
Jo 

adri 

X exp{ - 4 In (2) (4) 

In Eq. (4) , / i s the laser fluence and R the reflectivity of the 
metal. The thin layer of surface contaminants is assumed not 
to absorb or interfere with the incoming laser radiation or 
change the optical constants of the metal. This assumption is 
justified for thin layers of weakly absorbing species on metal 
and semiconductor surfaces (Zhu, 1994). 

An Arrhenius expression is assumed for the desorption rate 
(time rate of change of the surface concentration, n) of the 
surface contaminants. The desorption rate is then written as 

dn I -Eel — = Ael exp + A„, exp 
kT, (x = 0) 

(5) 

where k is the Boltzmann constant and Eel and E,h are the activa
tion barriers to electronically and thermally induced desorption, 
respectively. Thus, the desorption rate depends on the surface 
temperatures of the electrons and lattice, Te (x = 0) and Tt {x 
= 0). The factors Ael and A,h are scaling factors and can vary 
with coverage and temperature. The first term on the right-hand 
side is an Arrhenius equation for the electronically induced 
desorption, and the second term represents the desorption due 
to lattice heating. Using an Arrhenius equation to model thermal 
desorption is well established (Woodruff and Delchar, 1994). 
Prybyla et al. (1990), Budde et al. (1991), and Kao et al. 
(1993b) use an Arrhenius equation to phenomenologically 
model the electronic desorption of various surface species from 
metal surfaces induced by femtosecond laser pulses. An Arrhen
ius model for the electronic desorption does not capture all of 
the physics occurring in such a process but can provide a first-
order estimate of the desorption rate. The desorption yield, Y, 
at a particular time is found by integrating the desorption rate 
over the corresponding temperature profile. 

Thermal and Electronic Desorption Regimes 
Due to restrictions on the maximum temperature, T,, which 

can be achieved during processing for certain applications, the 
relative contributions to the total desorption yield from electron
ically and thermally induced desorption need to be established 
for varying laser conditions and material properties. The tempo
ral history of the surface electron and lattice temperatures deter
mines the amount of electronic and thermal desorption, respec
tively. The amount of electron-lattice nonequilibrium during 
laser irradiation determines the extent to which these two tem
peratures will differ. For conditions of laser irradiation in which 
energy propagation in the material is neglected, Qiu (1993) 
presents expressions for ATC, the maximum temperature differ
ence between the electrons and lattice, and tc as 

and 

ATC = SIG 

CJG. 

(6) 

(7) 

For a metal film of thickness L, energy conservation requires 
that, AT,h, the increase in temperature of the film due to a 
deposition of laser energy, would be 

AT,,, = (1 -R)J 
C,Ld 

(8) 

assuming no losses. The heat penetration depth, Ld, represents 
the amount of material thermally heated or the heat affected 
zone and is typically the laser penetration depth, S. For laser 
pulses shorter than tc, however, the heat penetration depth 
should be estimated from Ld = V KtcICe. For gold at room tem
perature, the heat penetration depth is then 110 nm which is 
over seven times larger than the laser penetration depth of 15 
nm (Qiu and Tien, 1993b). The AT,h predicted from Eq. (8) 
would represent the peak lattice temperature increase which 
would occur before the energy could diffuse throughout a film 
thicker than Ld. For very thin films, L < Llh the boundary 
condition at the rear surface would affect peak temperature. For 
an insulated boundary, the film thickness, L, could be used to 
estimate the extent of the thermal heating. 

A scaling analysis of ATC and AT:h provides insight into the 
magnitude of the temperature nonequilibrium compared to the 
amount of thermal heating. The ratio of these two quantities is 

ATC 

AT,,, 

C\hd 

(1 -R)J 
(9) 

This ratio is a measure of how much relative desorption would 
be expected due to the two mechanisms. The magnitude of the 
desorption event is not predicted by Eq. (9) , but the relative 
contributions are. Four energy regimes of desorption are identi
fied and shown schematically in Fig. 1. The energy scale in 
Fig. 1 provides insight into the amount of desorption which 
would occur; low energies correspond to small amounts of 
(or no) desorption and high energies correspond to significant 
desorption. The upper two regimes in the figure correspond to 
a substantial nonequilibrium in temperatures, and desorption 
due to electronic desorption is significant in these regimes. As 
the energy is increased, the thermal heating of the metal film 
increases. Thermal desorption is therefore significant in the two 
regimes on the right in Fig. 1. The regime of particular interest 
in Fig. 1 is the upper left regime in which the nonequilibrium is 
significant but thermal heating is not. By using laser conditions 
corresponding to this regime, desorption could be sustained 
without significant heating. 

Using S = ((1 - R)J)/(Stp) and Eq. (7), Eq. (9) is rewritten 
as 

ATC 

AT,, 
(10) 

The ratio of the nonequilibrium during laser heating to the peak 
lattice temperature is thus a product of three terms: the ratio of 

, 1 
High electronic | High electronic 

yield • yield 

Low thermal | High thermal 
•q yield yield 

H 
<1 _] 

f-l | 
Low electronic Low electronic 

yield 1 yield 

Low thermal High thermal 
yield 1 yield 

i J 
Energy 

Fig. 1 Regimes of electronic and thermal desorption 
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the lattice and electron specific heats, a characteristic time, and 
a characteristic length. The lattice specific heat is one to two 
orders of magnitude greater than the electron specific heat in 
most metals at room temperature (Klemens and Williams, 
1986). Calculations for short-pulse laser heating of gold films 
assuming constant CtICe indicate that, for a given tp and L, the 
ratio of ATJAT,,, remains constant even when the fluence varies 
by two orders of magnitude; however, the electron specific heat 
varies linearly with Te and CilCe will decrease as Te increases. 
At elevated electron temperatures, larger fluences are required 
to continue increasing Te, and the relaxation time will increase 
according to Eq. (7). 

The ratio of the lattice to the electron specific heat at room 
temperature is listed in Table 1 for several metals in order to 
predict the amount and probability of electronic desorption. The 
electronic specific heat was calculated from Ce(Te) = yTe with 
the values for y taken from Kittel (1986). The lattice specific 
heat is equal to the difference between the total specific heat 
values at room temperature, Cp (Incropera and Dewitt, 1990), 
and Ce. The electron-phonon coupling factor is also listed in 
Table 1. Higher values of C,/ Ce indicate more electronic excita
tion for a given amount of energy and thus final lattice tempera
ture rise. It can be seen that gold, copper, and silver would be 
expected to have the greatest electronic temperatures from this 
criterion. The value of G is also important because the larger the 
electron-phonon coupling factor the more efficient the energy 
transfer between the electrons and the lattice. For prolonged 
electronic excitations leading to more electronic desorption, low 
values of G are desired. On this basis, gold and silver are 
expected to have the longest lasting and largest degree of elec
tronic excitation for a given energy input. The electronic excita
tion in vanadium and niobium would be present for the shortest 
amount of time. Thus, gold and silver are predicted to be two 
of the best metals for electronic desorption due to their high 
C,/Ce ratios and low electron-phonon coupling factors. 

The characteristic time, the ratio of tcltp, relates the relaxation 
time to the laser pulse duration. For laser pulses on the order 
of or less than the relaxation time, a significant nonequilibrium 
develops between the electron and lattice temperatures making 
electronic desorption possible. The ratio of the thermal and 
radiation penetration depths also gives insight into the type of 
desorption likely to occur. Films with larger thermal penetration 
depths achieve lower lattice temperatures for a given amount 
of energy which increases the ratio of ATJ AT,h, indicating 
that the contribution from electronic desorption would be more 
significant if desorption occurs. It should be noted, however, 
that by increasing only the ratio of Ld to 6 it is not possible to 
initiate electronic desorption processes even though the ratio of 
ATJAT,,, increases. 

The time and length scale regimes for electronic and thermal 
desorption from a metal surface due to irradiation with a short-
pulse laser are delineated and depicted in Fig. 2. An electron-
lattice relaxation time of 1 ps is assumed. The time scale on 

Table 1 C,/Ce ratio at room temperature and G for various metals 

Metal 

Chromium (Cr) 

C,?(300K) 

CC(300K) 
G 

W/(m3-K) 

Metal 

Chromium (Cr) 54 42+53 

Copper (Cu) 117 4.8±0.7 a , 10b 

Gold (Au) 115 2.8±0.5a 

Lead (Pb) 29 12.4±1.4» 

Niobium (Nb) 9.5 387±36a 

Palladium (Pd) 8.2 50 ' 

Silver (Ag) 130 2.8<J 

Vanadium (V) 8.0 523±37». 170= 

Tungsten (W) 61 26±3b 
Superscripts: a Brorson et al„ 1990 b Esayed-Ali et al„ 1987 

c Prybyla et al„ 1990 i Groeneveld et al., 1990 
c Yooetal., 1990 
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Fig. 2 Time and length scale regimes of electronic and thermal desorp
tion in short-pulse laser processing 

Fig. 2 corresponds to a range of laser pulse durations from 100 
fs to 100 ps. Energy propagation through the material becomes 
important starting at times around 10 ps in metals and needs to 
considered in order to extend the current scaling to longer pulse 
durations. The lines representing ATJ ATlh = 1 for C,ICe = 
100 and C,ICe = 10 are shown on Fig. 2. For gold, if the lattice 
temperature remains constant at room temperature, T, = 300 K, 
C,ICe = 100 at Te = 375 K, and C,ICe = 10 at Te = 3750 K. 

Numerical Results 

The model for short-pulse laser heating of and desorption 
from metals was used to investigate the type of desorption 
expected from a gold surface subject to a range of laser condi
tions. Gold is one of the metals used for interconnects and 
bonds in microelectronics and MEMS devices. Additional ad
vantages to studying gold films are the expected electronic ef
fects due to high C,/Ce and low G, availability of property 
data, and presence of numerous studies of short-pulse laser 
interactions with gold in the scientific literature (Schoenlein et 
al., 1987; Brorson et al., 1990; Fann et al., 1992; and Qiu and 
Tien, 1993a). Using the control volume approach and implicit 
solver presented in Patankar (1980), a finite difference scheme 
was used to calculate the electron and lattice temperatures and 
desorption rates from Eqs. (1), (2) , and (5). 

A schematic of the computational domain, a gold film of 
thickness L, is shown in Fig. 3. The initial and boundary condi
tions correspond to a constant initial temperature and insulated 
surfaces due to the short time of the laser pulse. The initial time 
was chosen as five pulse durations prior to the maximum of the 
pulse, at which time the source term in Eq. (3) is negligibly 
small compared to its peak value. The initial and boundary 
conditions are thus 

T,(x, -5tp) = T,(x, -5t„) = T0 (11) 

^ J 
• a 

— r < 
< 

— " jf — » - < 
»- | Metal 
»~ ' Substrate 
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I Contaminants 

^ < 

x=0 x=L 

Fig. 3 Laser irradiation of a metal substrate with surface contaminants 
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Table 2 Physical properties of gold used In the calculations 

Reflectivity: R 0.93 t 

Absorption coefficient: a 6.54x10' m-i t 

Thermal conductivity: K 315.0 W/(mK)t 

Electron specific heat: Cc Ce = YTeJ/(m3K)* 

Electronic specific heat coefficient: y 66.6 J/(m3 K2) * 
Lattice specific heat: Ct 2.5xl0« J/(m3 K) t 

Electron-lattice coupling factor: G 2.6xl0l«W7(m'K)» 
Activation energy for electronic desorption: E5i 6.4xlO-20J(0.4eV)* 

Activation energy for thermal desorption: En, 6.4xlO'20J(0.4eV)t 
t Grey, 1972 * Kittel, 1986 * Brorson et al., 1990 * Kao et al., 1993b 

and 

dTe dT, dTe _ dT, 

dx x=o dx x=0 dx X=L dx 
(12) 

where T0 is the initial temperature. The spatial discretization 
and time steps in the calculation were varied to verify that the 
calculated results are independent of their values. Also, the 
increase in the internal energy of the system was compared to 
the absorbed laser fluence and agreed within one percent for all 
cases. 

The optical and material properties were assumed to remain 
constant during the short-pulse laser heating process and are 
listed in Table 2. The optical properties are typical of those for 
visible light (600 nm) irradiation of gold. The temperature ef
fects on the reflectivity and absorptivity were neglected 
(Scouler, 1967; Pells and Shiga, 1969). Typical thermal activa
tion energies range from 0.4 to 1.7 eV for coverages below a 
monolayer approaching zero (Zhdanov, 1991), where 1 elec
tron volt, eV, equals 1.60219 • 10"19 J. The activation energy of 
0.4 eV is typical for the energies observed during femtosecond 
desorption experiments of CO from Cu (Prybyla et al., 1992) 
and 0 2 from Pt (Kao et al., 1993b). Kao et al. (1993b) also 
observed that the electronic desorption activation energy which 
they determined from their measurements is very close to the 
activation energy needed to thermally remove 0 2 from Pt. Thus, 
the activation energies can be on the same order for thermal 
and electronic desorption in some systems, and an activation 
energy of 0.4 eV was assumed for both thermal and electronic 
desorption. The thermal energy corresponding to 0.4 eV, E = 
kT, yields a temperature of 4640 K. The constants, Ae, and A,,,, 
in Eq. (5) are usually determined empirically in a fit to the 
available data. In this study, they were assumed to be equal. 
Further, the desorption rates and yields were normalized cancel
ing out the scaling factor value. 

To test the numerical procedure, the predicted electron tem
peratures at the front and rear surfaces of a 100 nm gold film 
were compared to the experimental results of Brorson et al.'s 
(1987) experiment. The predicted values agreed with the exper
imental values reasonably well (Phinney, 1997), with the elec
tron temperature decay at the front surface and rear surfaces 
predicted to occur slightly faster and slower than experimentally 
measured, respectively. This means that the predicted values 
will yield a conservative estimate for the electronic desorption 
from the front surface as the actual decay is somewhat slower 
than the calculations predict. 

The range of laser pulse widths and fluences was then chosen 
to correspond to situations in which significant electronic de
sorption is expected. The laser pulse durations, tp, and fluences, 
J, ranged from 100 fs to 10 ps and 1 mJ/cm2 to 10 mj/cm2, 
respectively. The corresponding range in intensity is 1 • 10 n to 
1 • 1015 W/m2 . Qiu (1993) predicts a ATC of at least 100 K 
starting at intensities of 1 • 10l2 W/m2 for gold. The time-steps 
used in the calculations were 2 fs, 20 fs, and 200 fs, for tp equal 
to 100 fs, 1 ps, and 10 ps, respectively. Two film thicknesses, 
100 and 20 nm, were used. Due to the smaller volume to be 
heated, the 20 nm film is heated more than the 100 nm film. 
The spatial steps were 0.25 nm for the 100 nm and 0.05 nm 
for the 20 nm films. 

Figure 4 shows the electron and lattice temperatures calcu
lated for a 100 nm gold film irradiated by a laser with / = 10 
mJ/cm2 and tt, = 100 fs, 1 ps, or 10 ps. A substantial nonequilib-
rium between the electron and lattice temperatures occurs for 
the 100 fs and 1 ps calculations with the electron temperatures 
reaching 2510 K and 1460 K, respectively. The lattice tempera
tures only increase by 30 K for all three pulse widths. Due to 
the substantial nonequilibrium and low level of lattice heating, 
desorption would be expected to occur due to electronic mecha
nisms. Figure 5 shows the normalized desorption rates for these 
systems. The desorption clearly occurs during the time in which 
the electron temperatures are elevated. Thus, surface contami
nants could be desorbed without damaging the material due to 
high lattice heating. Figure 5 also shows that the reduction in 
the maximum electron temperatures for the longer pulse width 
calculations results in even larger reductions in the desorption 
rates due to the Arrhenius form of Eq. (5). The desorption rate 
for tp = 10 ps is barely visible on Fig. 5; the symbols are slightly 
elevated at t = 0 seconds. In contrast, the maximum electron 
temperature for the tp = 10 ps calculation can be clearly seen 
on Fig. 4. 

Figure 6 shows the pulse width dependence of the normalized 
desorption yields for two film thicknesses irradiated by laser 
pulses with fluences of 1 mj/cm2 or 10 mJ/cm2. The total 
desorption yields were calculated by integrating the desorption 
rates over the appropriate temperature profiles from t = — 5tp 
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Fig. 4 Surface electron and lattice temperatures for 100 nm gold films 
irradiated with J = 10 mj/cm2 and fp = 100 fs, 1 ps, or 10 ps 
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Fig. 5 Normalized desorption rates from 100 nm gold films irradiated 
with J = 10 mJ/cm2 and tp = 100 fs, 1 ps, or 10 ps 
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Fig. 6 Normalized desorption yields as a function of pulse width 

to 50 ps. The maximum desorption yield was obtained for the 
20 nm film irradiated with the 100 fs pulse of 10 mJ/cm2 and 
was used to normalize the yields. The desorption yields from 
the 20 nm films are greater than that from the 100 nm films 
subject to the same fluence. This difference is partially due to 
the increased thermal heating but occurs mainly because the 
temperature nonequilibrium and relaxation times were larger in 
these cases. This is seen by comparing the temperature profiles 
calculated for 20 nm films shown in Fig. 7 to those for 100 nm 
films in Fig. 4. Brorson et al. (1987) also observed in their 
experiments that the front surface reflectivity decay time in
creased as the sample dimensions decreased. The absorption 
depth in gold is 15 nm so a 20 nm film is only slightly larger 
than 6. In the 100 nm film, the energetic electrons diffuse 
throughout the film as well as transferring their energy to the 
lattice, thereby lowering the surface electron temperature. In 
the 20 nm films, the electrons are only able to lower their energy 
by transferring their energy to the lattice. 

The larger electronic desorption yield for the 20 nm films is 
inconsistent with Eq. (10), which was derived for conditions 
neglecting diffusion, and therefore is not able to predict the 
lower electronic temperatures for the 100 nm films. The higher 
electron temperatures for the smaller films result in a greater 
percentage of the desorption being due to electronic desorption 
as shown in Table 3. For all of the cases calculated, the majority 
of the desorption was due to electronic desorption. The elec
tronic desorption percentage decreases with pulse width as ex
pected from Eq. (10). Figure 6 also shows that the desorption 
yield dependence on pulse width changes as the laser fluence 
is increased. For low fluences, the desorption yield increases 

-12 - 8 - 4 0 4 8 12 

Time (ps) 

Fig. 7 Surface electron and lattice temperatures for 20 nm gold films 
irradiated with J = 10 mJ/cm2 and t„ = 100 fs, 1 ps, or 10 ps 

Table 3 Percentage of the total desorption due to electronic desorption 

Fluence Film Thickness Pulse Width (FWHM) 
mJ/cm2 nm 100 fs 1 ps 10 ps 

1 20 99.6 99.2 90.7 
1 100 96.3 85.7 80.4 

10 20 99.9 99.9 99.7 
10 100 99.9 99.9 98.8 

substantially with decreasing pulse width. As the fluence is 
increased, the pulse width variation becomes less significant. 

Conclusions 

Due to the need to remove increasingly small amounts of 
surface contaminants, a short-pulse laser desorption process is 
investigated. In short-pulse laser heating of materials, a non-
equilibrium occurs between the electron and lattice temperatures 
for laser pulse durations on the order of or less than the electron-
lattice relaxation time. The high electron temperatures are con
ducive to electronically induced desorption as well as desorption 
due to thermal heating. A desorption model is presented which 
includes contributions from both electronic and thermal desorp
tion. A scaling analysis comparing the expected nonequilibrium 
in temperatures and increase in the lattice temperature indicates 
the dependence of the relative desorption yields on three ratios: 
the lattice and electron specific heats, the electron-lattice relax
ation time and laser pulse duration, and the heat and radiation 
penetration depths. Regimes of predominantly electronic and 
thermal desorption are then identified. For very short laser-pulse 
durations, fluence levels below those required to significantly 
heat the material can be used to remove contaminants, which 
is important for processes with constraints on the amount of 
temperature increase. Calculations of laser-induced desorption 
indicate that significant desorption can result from electronic 
excitations. 
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Nomenclature 

c = specific heat of model (Plexiglas) 
/ = frequency of periodic freestream temperature 
h = local convective heat transfer coefficient 

hT = local convective heat transfer coefficient for a 
uniform temperature boundary condition 

k = thermal conductivity of model (Plexiglas) 
N ^ = Nusselt number (hx/k) 

Pr = Prandtl number 
Re^ = Reynolds number (based onx) 

x = distance from leading edge 
y = distance into model from the surface 
t — time 

T* 
TM 
T 
1 s 

T 

nondimensional surface temperature, Eq. (3) 
mean fluid temperature 
local surface temperature 
initial wall temperature 
freestream air temperature 
thermal diffusivity of model (Plexiglas) 
nondimensional surface temperature change, Eq. (6) 
variable in Eq. (3) , defined by Eq. (4) 
density of model (Plexiglas) 

Introduction 
There are many different methods for measuring local con

vective heat transfer coefficients. One common category is tran
sient methods. Liquid crystals have been used extensively for 
the surface temperature measurements with transient methods. 
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They provide global information on the surface temperature 
distribution allowing contour maps of local heat transfer coeffi
cients. 

Both narrow-band and broad-band liquid crystals have been 
used for heat transfer coefficient measurements. With the nar
row band liquid crystals, typically a single color (usually yel
low, between the red-green transition) is used to find a particular 
isotherm (Baughn, 1995). With the broad band the hue is cali
brated against temperature and is used to obtain a series of 
isotherms (Camci et al., 1992, 1993). Hay and Hollingsworth 
(1996) discuss the calibration of the hue versus temperature 
for liquid crystals. The effect of illumination on calibration is 
described by Farina et al. (1993). 

In transient methods, the transient temperature of the surface 
of a model is used to deduce the local heat flux and heat transfer 
coefficient. In most transient methods, the difference in temper
ature between the model and the surrounding fluid involves a 
step change. We will refer to these as "step transient" methods. 

The basic principles and data reduction for the step transient 
method are described by Ireland and Jones (1985, 1986). When 
the surface has a low thermal diffusivity (e.g., Plexiglas) a one-
dimensional assumption is often a good approximation. In this 
case the surface temperature response is limited to a thin layer 
near the surface and lateral conduction is small. 

There are a variety of techniques used to accomplish the fluid 
temperature change relative to the surface temperature for the 
step transient. For example, Clifford et al. (1983), Ireland and 
Jones (1985, 1986), Metzger and Larson (1986), and Metzger 
et al. (1991) all use an ambient temperature model and suddenly 
raise the temperature of their fluid using switching valves. Jones 
and Hippensteele (1987) preheat the wall of their wind tunnel 
and then initiate their flow using a diverter door. O'Brien et al. 
(1986) use a preheated cylinder and insert it into place across 
a channel with an ambient temperature fluid. Baughn and Yan 
(1991) remove a shield blocking a heated flat surface from an 
impinging jet. For measurements on the wall in a duct, Baughn 
et al. (1994) use an insertion technique. Another variation is 
the use of in-situ heating described by Butler and Baughn 
(1995) where a shroud acts as an in-situ heater and is suddenly 
removed to expose the model to the flow. This shroud technique 
has been used to investigate the effect of thermal boundary 
conditions on measurements with the step transient method 
(Butler and Baughn, 1996). 

The present paper introduces a new type of transient method 
called the periodic transient method. In this method, the free-
stream temperature is periodically heated while the local surface 
temperature change of a model is measured. The local heat 
transfer coefficient can be determined from the frequency of 
the periodic change in the freestream temperature, the ratio of 
the surface temperature change to the freestream temperature 
change and the model thermal properties. Measurements on a 
Plexiglas flat plate with a laminar boundary layer are presented 
as a demonstration of this method. The results are compared to 
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earlier measurements by Butler and Baughn (1996) and show 
that the periodic transient method is effective at measuring local 
heat transfer coefficients. The primary advantage of the periodic 
transient method is that it approximates a uniform temperature 
thermal boundary condition (which is often not the case for the 
step transient). Another advantage is that radiation effects tend 
to be self-canceling. It is also not necessary to control or mea
sure the initial wall temperature. Its disadvantage is the com
plexity and power requirements for periodically heating the 
freestream, which may limit the size of the wind tunnel or the 
freestream velocity. 

Step Transient Theory 
The heat transfer coefficient in the step transient method is 

determined from the response of the surface temperature to a 
step change in the difference between the surface and the free-
stream temperature. This response can be determined by solving 
the one-dimensional transient conduction equation for the wall, 

8T_ d^T 

dt~a dy2 

using a convective boundary condition at the surface, 

, dT 

dy 
= h[T (y = 0, t) - T„] 

(1) 

(2) 
y=0 

where T„ is the freestream temperature (or the local bulk tem
perature in the case of a duct). 

Assuming T„ is constant after the step change, h is constant, 
a semi-infinite wall with constant properties, and a uniform 
initial temperature of Twi, the solution for the temperature at 
the surface is 

T* 
T, 

r» - T„i 
= ey erfc(y) 

where the parameter y is defined as 

hit 
y = pck 

(3) 

(4) 

This solution is valid for both step transients with a heated 
freestream (Fig. 1(a)) and step transients with a preheated 
model (Fig. 1(b)). 

Measurements with the step transient method are made by 
determining the time, t, for the surface temperature, Ts(t), to 
produce a particular liquid crystal color. From T*, t, and the 
wall thermal properties, Eqs. (3) and (4) are used to obtain the 
local heat transfer coefficient (a polynomial fit can be used to 
determine y from T*). It may be (and usually is) necessary to 
correct this heat transfer coefficient for thermal radiation. 

Periodic Transient Theory 
For the periodic transient method the freestream temperature 

(T„) is a periodic function of time. In this case Eq. (1) is solved 
using a time-dependent convective boundary condition, 

T ^ 

T . T. ,' 

a) Heated Freestream b) Preheated Model 

Fig. 1 Surface temperature for a step transient 

T„ 
T 

T 
. ' i max 

T 
s  

T 

T 
. ' i max T 

T x s min 

T 

1 
T x s min 

T 

Fig. 2 Surface temperature variation for a periodic freestream tempera
ture (sustained solution) 

8T 

8y 
= h[T(y = 0, t)-T„(t)]• (5) 

,=o 

Numerical solutions of the transient temperature in a Plexi-
glas wall have been done for a square wave periodic freestream 
temperature. The periodic surface temperature is attenuated 
from that of the freestream as shown in Fig. 2. 

We define the attenuation, 0, as the ratio of the difference 
between the maximum and minimum surface temperatures to 
the difference between the maximum and minimum freestream 
temperatures, 

AT«, 
(6) 

The attenuation is dependent on the heat transfer coefficient, 
the frequency of the periodic freestream temperature, and the 
wall thermal properties. 

Figure 3 shows numerical results for the heat transfer coeffi
cient corresponding to different levels of attenuation as a func
tion of the frequency of the square wave periodic freestream 
temperature. These results are for the surface temperature after 
a long period of time (sustained or quasi-steady solution). In 
this case the mean temperature of the Plexiglas substrate be
comes the same as the mean temperature of the periodic free-
stream. These results show that the local heat transfer coefficient 
can be determined if the frequency of the periodic freestream 
temperature and the surface temperature attenuation are mea
sured. The attenuation requires measurement of the maximum 
and minimum temperatures of the surface and the freestream. 

These results have been fit to the following equation: 

h = L129O.902 + 787.56* + 10.062J f° (1) 

For the range 20 < h < 200 this equation fits the numerical 
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Fig. 3 Numerical results for the heat transfer coefficient as a function 
of frequency of the periodic freestream temperature (square wave) and 
surface temperature attenuation (Plexiglas wall) 
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results within one percent for 0.1 < 9 < 0.2 and within 1.8 
percent for 0.2 < 9 < 0.3. Equation (7) for the periodic transient 
method is analogous to Eq. (3) for the step transient method 
with 9 analogous to T* and / analogous to time. It should be 
noted that it may not have been necessary to do a numerical 
solution (although it was convenient to do so) since an analyti
cal solution for the square wave is possible. However, since the 
solution would be implicit, a fit would still be necessary (as is 
usually done with Eq. (3)) . Equation (7) can be used to deter
mine h using the periodic transient method in the same manner 
Eq. (3) is used for the step transient method. 

To use Eq. (7) it is necessary that the wall be thick enough 
that the semi-infinite solution is valid. The effective penetration 
depth of the periodic temperature change after reaching the 
sustained (quasi-steady) solution has been calculated numeri
cally for the range of h's and 9's for which Eq. (7) is valid. 
The penetration depth is less for high h's and for lower values 
of 9, which correspond to higher frequencies (i.e., less time to 
penetrate). It ranges from less than 1 mm for high h's, low 9's 
to as much as 1 cm for low h's, high 9's. 

It is necessary to wait a sufficiently long time to reach the 
sustained (quasi-steady) solution. The time for 9 to approach 
its final value depends on the wall thickness, h and 6 and has 
also been calculated numerically. For the range of Eq. (7) and 
a 0.6 cm wall, times range from ten minutes to one hour. 

Thermal Boundary Condition Effect 
It is commonly understood that local heat transfer coefficients 

depend on the thermal boundary condition upstream of the loca
tion of interest. However, this important effect is often neglected 
in the measurement and reporting of heat transfer coefficients. 

For the step transient method the upstream thermal boundary 
condition is changing with time and thus the local h also changes 
with time. In general the amount of change in h during the 
transient is not known. For the special simple case of a laminar 
boundary layer on a flat plate Butler and Baughn (1996) suggest 
a correlation to correct the measured h from the step transient 
method to the value hr which would occur for uniform tempera
ture boundary condition. Their correlation is a function of T* 
and the local Reynolds number: 

hT = h[(T*y-9/Re°2]. (8) 

To understand why this correction is necessary, it is helpful 
to consider the surface temperature distribution at various times 
after the transient begins. This is shown in Fig. 4(a) for the 
case of a preheated model. Initially the plate is uniform in 
temperature at t\. As the plate cools more rapidly upstream, 
due to the higher h upstream, the temperature looks like that at 
h and later h. At these later times the cooler upstream surface 
temperature results in a thinner thermal boundary layer at a 
location downstream than would occur with a uniform tempera
ture boundary condition. Thus the downstream heat transfer 
coefficient increases with time as the upstream surface cools 

T . > 

t? ti 

/ - _ _ - to 

x x 

a) step transient b) periodic transient 

Fig. 4 Surface temperature distributions during transients 
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more rapidly than the downstream location. The local heat trans
fer coefficient determined using Eq. (3) is a time-average value 
which is higher than the value for a uniform temperature bound
ary condition (hT). A similar argument can be made for the 
case of a step increase in the freestream temperature (ambient 
temperature model) which also causes a higher h to be measured 
with the step transient method. 

For the laminar boundary layer on a flat plate the correction 
from Eq. (8) can be substantial. For turbulent boundary layers 
the effect is expected to be less, but Butler and Baughn (1996) 
point out that in cases where there are large heat transfer gradi
ents (for example, near regions of separation), the effects could 
be significant. This unknown effect is one of the limitations of 
the step transient method. 

For the periodic transient method a similar effect occurs, but 
it tends to cancel out. To understand this, it is again helpful to 
consider the surface temperature distribution at various times 
during the transient. This is shown in Fig. 4(b). The surface 
temperature distribution at time ti represents the distribution at 
the beginning of the cooling part of the cycle. During the time 
interval between t\ and t2 the warmer upstream surface tempera
tures result in a thicker thermal boundary layer at a location 
downstream than would have occurred for a uniform tempera
ture boundary condition and therefore an h lower than hr. As 
the upstream plate temperature decreases below the mean plate 
temperature (between times t2 and t,) the cooler upstream tem
peratures result in a thinner thermal boundary layer at a location 
downstream than would have occurred for a uniform tempera
ture boundary condition and therefore an h higher than hr. These 
effects tend to cancel out. A similar argument can be made for 
the heating part of the cycle. The time-averaged heat transfer 
coefficient measured with the periodic transient method is there
fore close to the value that would occur for the uniform tempera
ture boundary condition. 

Thermal Radiation Effect 
During a transient the surface temperature is usually different 

from the temperature of the surroundings. This generally re
quires a radiation correction to the measured heat transfer coef
ficient. 

For the step transient the radiation correction usually involves 
simply subtracting the equivalent radiation heat transfer coeffi
cient from the value obtained from Eq. (3). This approach is 
valid when the surroundings are at the same temperature as the 
air or fluid (it is more difficult if they are different). This 
radiation correction contributes to the uncertainty in the results. 

For the periodic transient method, the radiation correction is 
more complex, but is generally smaller. This is because thermal 
radiation during the cycle tends to skew the maximum and 
minimum temperatures of the surface in the same direction (up 
or down depending on whether the surroundings are at a higher 
or lower temperature) by approximately the same amount. Since 
the heat transfer coefficient is determined from the difference 
between the maximum and minimum temperatures (embodied 
in 9), which is generally much smaller than the difference 
between the surface and surroundings, the radiation effect tends 
to be self-canceling. 

Experiment to Demonstrate Periodic Transient Method 

An experiment was designed and performed to demonstrate 
the use of the periodic transient method for measuring local 
heat transfer coefficients. A laminar boundary layer on a fiat 
plate was selected since this is a simple case with a well-estab
lished analytical solution (Pohlhausen's Equation) and has been 
used to study the step transient (Butler and Baughn, 1996). A 
diagram of the apparatus is shown in Fig. 5. 

The apparatus uses a wind tunnel with a 30.5-cm square 
straight test section. The entrance to the test section was covered 
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Fig. 5 Diagram of apparatus for periodic transient method measure
ments on a flat plate 

with a fine mesh wire cloth (128 wires per cm) made of stainless 
steel wire (diameter of 28 fj,m.). The periodic freestream tem
perature change was produced by electrically heating this wire 
cloth with a high current (up to 225 amps) from an arc welder 
power supply. The current was switched on and off using an 
automotive starter solenoid, which was activated by a 12 VDC 
power supply and an electronic switch connected to a function 
generator. This allowed the switching of the solenoid (and heat
ing) at any desired frequency. The flow-field and turbulence 
intensity (approximately 0.5 percent) were not significantly af
fected by the wire cloth. 

The time constant of the wire cloth heater is a function of 
the air velocity and was determined by measuring the transient 
temperature of the flowing air. For the air velocity used here 
the time constant was approximately 0.12 seconds. A frequency 
of 8.33 mHz (60 seconds on and 60 seconds off) was used in 
this demonstration experiment because of the low h's involved 
(power limitations kept the velocity low). Higher frequencies 
can be used for higher h'&. For this frequency the freestream 
temperature can be approximated as a square wave. 

In addition to the time delay for heating and cooling the wire 
cloth there is also a delay associated with the transit time between 
the wire cloth and the test location. For the measurements pre
sented below, a velocity of 7.3 m/sec is used. The screen is approx
imately 5 cm upstream of the leading edge of a test plate (a transit 
time less than 10 msec), and the region of testing is approximately 
7 cm (another 10 msec). These times are negligible. 

The test plate is Plexiglas (1.24 cm thick) with a sharp lead
ing edge. A slight angle of attack (test surface windward) was 
used to ensure that flow separation did not occur at the sharp 
leading edge. A Pitot tube and fast response thermocouple (type 
K) were mounted in the freestream above the test surface. The 
test surface was airbrushed with black paint and a medium band 
liquid crystal (Hallcrest 23C5W). Off-axis lighting was used 
which tends to narrow the useful range of the liquid crystal. 

During the periodic transient, the freestream temperature is 
continuously recorded and RGB images of the liquid crystal on 
the surface are captured at the times when the heating current is 
turned on (minimum surface temperatures) and off (maximum 
surface temperatures). From these two images the minimum 
and maximum temperatures can be determined from the liquid 
crystals as described below. The images were captured using 
an RGB camera (Sony XC-003) and a Matrox Meteor RGB-
framegrabber in a PC (Micron 166 MHz with 128 MB RAM). 

The difference between the maximum and minimum surface 
temperatures at various locations can be determined from the 
liquid crystal images using a hue analysis. The image files from 
the Matrox Meteor framegrabber are 24-bit color RGB matrices 
(640 X 480 X 3) in TIFF format. A median filter ( 5 x 5 block) 
is used on these RGB matrices, then 640 X 480 X 1 hue matrices 
are produced using the MATLAB 5.0 RGB2HSV conversion. 

This conversion has been compared to and gives essentially 
identical results (while requiring less computational time) to the 
hue equation recommended by Hay and Hollingsworth (1996): 

hue = arctan 
S(.G- B) 

2R - G - B 
(9) 

The hue variation with x was determined by averaging the 
hue from 20 adjoining pixels (0.25 cm) perpendicular to the 
flow near the location of the freestream thermocouple. To con
vert this hue variation into a temperature distribution, and ulti
mately a heat transfer coefficient distribution, an in-situ calibra
tion of hue versus temperature was done. The hue to temperature 
conversion was done using a linear interpolation between four 
calibration points. 

Experimental Results 
The freestream velocity used for these measurements (7.3 

m/sec) produced a Reynolds number of approximately 18,600 
at a location 5.0 cm downstream of the leading edge. Thus 
along most of the plate, a laminar boundary layer is expected. 
The Pohlhausen equation for the heat transfer coefficient for a 
laminar boundary layer on a flat plate is 

Nu, = 0.332 R e f Pr° (10) 

The heat transfer coefficient for this relation is plotted in Fig. 
6 as a function of Re^ on the plate for the temperature and 
pressure conditions which existed during the test runs. 

The step transient data from Butler and Baughn (1996) is 
shown in Fig. 6 for two different values of T* (the strong effect 
of T* is evident). Their step transient data is not corrected here 
for the effect of thermal boundary conditions using Eq. (8) . 
This correction would collapse the data very close to the Pohl
hausen curve (Butler and Baughn, 1996). However, their data 
is corrected for thermal radiation. 

The periodic transient method data is also shown in Fig. 6. 
The values for 6 ranged from 0.2 to 0.3. No radiation correction 
is included for the periodic data (see discussion above). 

It is clear from Fig. 6 that the periodic transient results are 
closer to Pohlhausen's equation (well within the uncertainty 
discussed below) than the step transient results (without thermal 
boundary layer correction). Pohlhausen's equation assumes a 
uniform temperature boundary condition and as discussed 
above, the periodic transient method approximates this bound
ary condition well. 

Uncertainty Analysis 
For the periodic transient method the local heat transfer coef

ficient is determined from the surface temperature attenuation 
(6*), the frequency ( / ) , and the thermal properties, 

h = (K0,f,4pck). (11) 

In this case, the uncertainty in h is given by 

6h_ 

h 

l_dh 

h - — w + 
\dh V / l dh 
hdf j \hd{^~k 

b\ pck 

(12) 

The individual contributions to the total uncertainty in h for 
the periodic transient method measurements are given in Table 
1 for an h of 30 W/m2°C. In this table 6 is broken up into 
two parts in accordance with its definition in Eq. (6). These 
uncertainties are determined using standard uncertainty methods 
with odds of 20:1. 

The uncertainty in h is quite high for the reported demonstra
tion measurements with the periodic transient method. The un
certainty in the surface temperature change (and thus in 9) is 
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the major contribution to this uncertainty. In this demonstration 
experiment a relatively small surface temperature change was 
used because of limited heater power. This resulted in a range 
of 9's from 0.2 to 0.3. To examine the effect of 9 on the 
uncertainty more closely we can look at its contribution to the 
uncertainty in h given by 

6h 

h 

\dh 

hdd 
86. (13) 

Using the definition of 9 (Eq. (6)) , and noting that the uncer
tainty in the freestream temperature change is small relative to 
that of the surface temperature change, the uncertainty in 9 can 
be approximated as 

69 

\AT,) + V Ar„ 
6ATS 

AT, 
(14) 

Substituting Eq. (14) into Eq. (13), gives the following ap
proximation for the uncertainty in h for the periodic transient 
method: 

Sh 

h 

l_dh 

hae' 
SATS 

AT, 

Using Eq. (7) this becomes 

Sh ( 2581.802 + 787.561 

h 129O.902 + 787.561 + 10.062/ AT, 

6AT, 

(15) 

(16) 

For 0.1 =s 9 s 0.3 the parenthetic term varies from 1 to 1.3, 
respectively. Thus the uncertainty can be reduced by using a 
lower value of 9 as well as reducing the uncertainty in the 
surface temperature change. The lower value of 9 can be ob
tained by using a larger freestream temperature change; this 

will require a higher frequency to measure the same h (see 
Fig. 3) . The uncertainty in the measurement of the surface 
temperature change can be reduced by selecting a liquid crystal 
with a useful range which closely matches the selected surface 
temperature change. With current hue methods and careful cali
bration the change in temperature could be measured within 
approximately seven percent of the useful color range. For these 
conditions the potential uncertainty could be reduced to eight 
percent or less for the same h shown in Table 1. Improvements 
in methods for measuring the surface temperature (better hue 
methods) could reduce the uncertainty to levels similar to that 
of the step transient method (typically six percent). 

Conclusions 
This research has investigated a new variation on the step 

transient method that uses a periodic freestream temperature. 
An analysis of the relationship between the local heat transfer 
coefficient, frequency and surface temperature attenuation has 
been presented. An experimental demonstration has shown that 
this periodic transient method can be used to determine local 
heat transfer coefficients from measurements of the periodic 
freestream temperature and surface temperature. 

The primary advantage of the periodic transient method is 
that it approximates a uniform temperature thermal boundary 
condition, eliminating the need for a thermal boundary condition 
correction. This overcomes one of the limitations of the step 
transient method where the correction is usually not known 
and can be significant (Butler and Baughn, 1996). Another 
advantage is that its radiation correction is small. Also it is not 
necessary to control or measure the initial wall temperature. 
Its disadvantage is the complexity and power requirements for 
periodically heating the freestream which may limit the size of 
the wind tunnel or the freestream velocity. 

Table 1 Uncertainty of periodic transient method (presented experi
ment—/! = 30 W/ma°C) 

Measurement Typical Value 5(±) % Uncertainty 

•Jpck 
575 W^sec/ m C 

25 4.4 

T -T • 
1 s.max i s.imn 

0.7 °C 0.1 18 
T -T 
1 °o.max •* oo.min 

2.5 °C 0.1 5.4 
/ 8.3 mHz 0.1 0.6 

Fit Equation - — 1.8 
Total 19 
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In extending the range of applicability of a recently developed 
method, a single-step containerless flash technique for de-
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termining the thermal diffusivity of levitated oblate spheroidal 
samples is proposed. The flash method is modeled as an axisym-
metric transient conduction heat transfer problem within the 
oblate spheroid. It is shown that by knowing the sample geomet
ric parameters and recording the temperature rise history at 
least at two different points on the surface simultaneously, the 
thermal diffusivity can be determined without knowing the heat 
loss parameter. The appropriate coefficients needed for de
termining the thermal diffusivity of oblate spheroidal samples 
are provided. 

Nomenclature 

Bi = Biot number, defined as (4eeffaFTi„ + h)Rlk 
cp = specific heat at constant pressure, J/kg • K 
h = convection heat transfer coefficient, Vv7m2-K 
k = thermal conductivity, W/m • K 
Q = uniform incident energy flux, J/m2s 
R = equivalent radius of a spherical sample, m 
t = time, s 

?i/4 = rise time to quarter-maximum temperature, s 
h/4 = rise time to three quarter-maximum temperature, s 
t* = dimensionless time, defined as at/R2 

T = temperature, K 
Tj = initial temperature, K 

Tmr = temperature of the surroundings, K 

Greek Symbols 

a = thermal diffusivity, defined as k/pcp, m2/s 
r) = oblate spheroids coordinate surface in oblate 

spherical coordinate system 
6 = hyperboloids coordinate surface in oblate 

spheroidal coordinate system 
©* = dimensionless temperature, defined as (T - Tsm)/ 

(Qr/pcpR) 
[®*]oo = spatially uniform value of the dimensionless 

temperature at t -»<», when Bi = 0 
p = density of the sample, kg/m3 

T = time duration of the laser pulse, s 

1 Introduction 
Thermal diffusivity of high-temperature liquid metals, alloys, 

and electronic materials is a crucial parameter in melting, solidi
fication, crystal growth, casting, and welding processes. How
ever, the thermal diffusivity data for high-temperature liquids 
are still far from complete although a large amount of data is 
available on thermal diffusivity of solids over a wide range of 
temperatures. The main difficulties associated with the thermal 
diffusivity determination are due to the presence of convection 
within the molten material and the need for a container to hold 
the sample. Nowadays, the availability of levitation technology 
and space-related advances make it possible to solve these prob
lems by levitating the specimen on the ground or in the micro-
gravity environment of outer space. 

2 Background 

There are several ways to measure the thermal diffusivity, 
among which the flash (or pulse) technique is the most popu
lar one. This measurement method was introduced by Parker 
et al. (1961). Using this technique, thermal diffusivity values 
in the range of 10"7 to 10~3 m2/s have been reported in the 
temperature range of 100 to 3300 K. However, nearly all 
the different variations of the flash method up to now were 
developed to measure the thermal diffusivity of solids and 
low-temperature liquids. Shen et al. (1997) have proposed 
two extensions of the flash technique which are applicable to 
levitated high-temperature spherical samples. For the single-
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In extending the range of applicability of a recently developed 
method, a single-step containerless flash technique for de-
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termining the thermal diffusivity of levitated oblate spheroidal 
samples is proposed. The flash method is modeled as an axisym-
metric transient conduction heat transfer problem within the 
oblate spheroid. It is shown that by knowing the sample geomet
ric parameters and recording the temperature rise history at 
least at two different points on the surface simultaneously, the 
thermal diffusivity can be determined without knowing the heat 
loss parameter. The appropriate coefficients needed for de
termining the thermal diffusivity of oblate spheroidal samples 
are provided. 

Nomenclature 

Bi = Biot number, defined as (4eeffaFTi„ + h)Rlk 
cp = specific heat at constant pressure, J/kg • K 
h = convection heat transfer coefficient, Vv7m2-K 
k = thermal conductivity, W/m • K 
Q = uniform incident energy flux, J/m2s 
R = equivalent radius of a spherical sample, m 
t = time, s 

?i/4 = rise time to quarter-maximum temperature, s 
h/4 = rise time to three quarter-maximum temperature, s 
t* = dimensionless time, defined as at/R2 

T = temperature, K 
Tj = initial temperature, K 

Tmr = temperature of the surroundings, K 

Greek Symbols 

a = thermal diffusivity, defined as k/pcp, m2/s 
r) = oblate spheroids coordinate surface in oblate 

spherical coordinate system 
6 = hyperboloids coordinate surface in oblate 

spheroidal coordinate system 
©* = dimensionless temperature, defined as (T - Tsm)/ 

(Qr/pcpR) 
[®*]oo = spatially uniform value of the dimensionless 

temperature at t -»<», when Bi = 0 
p = density of the sample, kg/m3 

T = time duration of the laser pulse, s 

1 Introduction 
Thermal diffusivity of high-temperature liquid metals, alloys, 

and electronic materials is a crucial parameter in melting, solidi
fication, crystal growth, casting, and welding processes. How
ever, the thermal diffusivity data for high-temperature liquids 
are still far from complete although a large amount of data is 
available on thermal diffusivity of solids over a wide range of 
temperatures. The main difficulties associated with the thermal 
diffusivity determination are due to the presence of convection 
within the molten material and the need for a container to hold 
the sample. Nowadays, the availability of levitation technology 
and space-related advances make it possible to solve these prob
lems by levitating the specimen on the ground or in the micro-
gravity environment of outer space. 

2 Background 

There are several ways to measure the thermal diffusivity, 
among which the flash (or pulse) technique is the most popu
lar one. This measurement method was introduced by Parker 
et al. (1961). Using this technique, thermal diffusivity values 
in the range of 10"7 to 10~3 m2/s have been reported in the 
temperature range of 100 to 3300 K. However, nearly all 
the different variations of the flash method up to now were 
developed to measure the thermal diffusivity of solids and 
low-temperature liquids. Shen et al. (1997) have proposed 
two extensions of the flash technique which are applicable to 
levitated high-temperature spherical samples. For the single-
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Fig. 1 Schematic diagram of the proposed technique 

step method, the only parameters needed to determine the 
thermal diffusivity are the diameter of the sample and the 
temperature rise history at two different points on the surface. 
Experimental verification of the single-step method was con
ducted by Shen et al. (1997) for spherical solid samples of 
nickel and Inconel 718 superalloy near their melting tempera
tures. The thermal diffusivity values which were determined 
using the single-step method agreed very well with published 
data in the literature. 

Although near-perfect spherical geometry is known to be 
attainable in low-gravity environments, levitation experi
ments have shown that the specimen can assume other shapes 
as well, among which the shape of an oblate spheroid is 
the most common. Trinh (1990) levitated oblate spheroidal 
samples with characteristic horizontal-to-vertical axial ratios 
ranging from 1 (sphere case) to 2. In light of this and in 
order to extend the recent work of Shen et al. (1997), a 
single-step containerless flash technique which is applicable 
to levitated high-temperature spheroidal samples is proposed 
in this paper. The advantages of the single-step method of 
Shen et al. (1997) are still retained for the spheroidal speci
men. Finally, it should be noted that very few studies dealing 
with oblate geometries are found in the literature (e.g., Niven, 
1880; Asako et al., 1991). 

3 Overview of the Proposed Method 
The proposed technique will utilize the components shown 

schematically in Fig. 1. The levitated sample is heated up to a 
uniform initial temperature (T,) by an external heating device. 
The sample is then subjected to a very short burst of high-power 
radiant energy (beam energy flux of Q and beam diameter of 
wb). Pyrometers are placed to detect the surface temperature 
rise history at least at two points. Transient temperature rise 
data are collected by using a digital data acquisition system or 
a digital oscilloscope. Thermal diffusivity is then determined 
using the simple relation proposed in this paper. 

4 Mathematical Formulation 
The oblate spheroidal coordinate system (77, 6, i/0 is the 

natural orthogonal coordinate system for studying the heat trans-

Fig. 2 Computational elements used in the finite element analysis 

port within an oblate spheroid (Moon and Spencer, 1988). The 
Cartesian coordinates {x,y, z) of the surface of an oblate spher
oid is given by 

r a2 cosh2 r\ a2 cosh2 r\ a2 sinh2 77 
= 1 (1) 

where a is the focal distance. The horizontal (y) axial distance 
of the oblate spheroid is b = a-cosh 77, and the vertical (z) 
axial distance is c = a • sinh 77 (Fig. 1). The shape of an oblate 
spheroid is determined by the ratio of these two distances, which 
is a function of 77 (i.e., b/c = 1/tanh 77). Also, it is easy to 
show that the volume of the oblate spheroid is 

= 5 IT (a cosh ?7)2(a sinh 77). (2) 

For comparison purposes with the spherical shape, the total 
droplet volume V is kept constant as the ratio b/c is varied. 
Since the volume is dependent upon 77, the focal length is ad
justed accordingly for each axial ratio. Uniformity is maintained 
by defining all the dimensionless quantities in terms of R, i.e., 
the radius of an equivalent sphere of the same volume V. Thus, 
R can be expressed as R = a (cosh2 770-sinh 770)"3, where a 
given value of 770 defines the surface of a particular spheroid. 

Governing Equation, Boundary, and Initial Conditions. 
The following assumptions are made: (a) The spheroidal sample 
is homogeneous and the thermophysical properties are indepen
dent of temperature, (b) The duration of the radiation burst is 
short compared to the characteristic rise time being sought, and 
the energy flux is assumed to be uniform over the width of 
the beam, (c) Thermocapillary convection resulting from the 
temperature dependence of the surface tension is neglected. 
Shen (1996) has established the conditions under which this 
assumption is valid, (d) The droplet is opaque and its surface 
acts as a diffuse gray body to the irradiant energy. Upon sub
jecting the specimen to the beam, heat will diffuse through the 
sample. This phenomenon is governed by the heat conduction 
equation: 

Table 1 Values of the angles 00 and 0S for different spheroids 

b/c i.i 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2.0 

e„ 3.007 2.921 2.844 2.775 2.712 2.654 2.601 2.552 2.506 2.463 

A- 3.307 3.504 3.696 3.882 4.064 4.242 4.416 4.587 4.754 4.918 
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Fig. 3 DImensionless transient temperature rise curves at P180, on the surface of the 
oblate spheroid (fa/c = 1.5) 

d2® u d® 
, 2 , . 2 „ - i Q, l -S~7 + t a n h V — 

1 
a (cosh T) - sin2 0) \ dr] 

which is valid for t s= 0. The linearization assumption is subject 
drj to the condition \®(rjo, 8, t)\ « Tsm. The Biot number (Bi) is 

a measure of both convective and radiative surface heat losses. 
d2® d®\ 1 d® I n m e c a s e °f n o n e a t l°ss> t n e Biot number equals zero. In 

+ "r"rr + c o t # ~^") = ~ "^7 (3) addition, the boundary condition which accounts for the ab
sorbed portion of the beam on the irradiated part of the surface 
can be written as 

a dt 

where ® = T~Tsm. This process is modeled as an axisymmetric 
transient heat conduction problem in the oblate spheroidal coor
dinate system. Both radiative and convective heat losses are 
taken into account on the entire surface of the spheroid, where 
the radiation boundary condition is linearized: 

R d® 

1 d® 
a(cosh2r) - sin2(9)"2 dr] 

a(cosh2 TJ - sin2 8)"2 drj 

(4eel!aFT3
sm + h)R 

®\ V=1o B i 0 | 

= 2abS-cos6> 0 s 6 ^ d0, 0 s ( < T (5) 

where <2abS is the absorbed portion of the incident energy flux 
and the incidence angle 60 characterizes the width of the pulse 

(4) in the oblate spheroidal coordinate system (Fig. 1). To account 

2.00 

Fig. 4 DImensionless transient temperature rise curves at P180 for different geometric 
shapes (Bi = 0) 
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Table 2 Values of coefficients m,n, M, and N in Eq. (7) 

P90 PI 80 

b/c m, n, m, n, M N 

1.0 0.115232 0.625436 0.290427 0.896588 0.01366 2.30659 

1.1 0.110939 0.611875 0.269234 0.875877 0.01421 2.31769 

1.2 0.108803 0.606113 0.253212 0.871385 0.01579 2.28512 

1.3 0.108134 0.606076 0.240047 0.881347 0.01868 2.20174 

1.4 0.108601 0.610531 0.227271 0.899141 0.02277 2.11542 

1.5 0.109921 0.618325 0.212504 0.913683 0.02765 2.09348 

1.6 0.111761 0.627378 0.194271 0.913340 0.03323 2.19392 

1.7 0.114026 0.638112 0.172351 0.991263 0.05405 1.80691 

1.8 0.116566 0.649568 0.147961 0.827594 0.04883 3.64873 

1.9 0.119318 0.661302 0.123663 0.737711 0.08755 8.65477 

2.0 0.122191 0.673085 0.102370 0.631667 0.00688 -16.251 

for the change in curvature as b/c increases, the incidence angle 
90 must be adjusted. Corresponding to the angle 60 = 3.1046 
deg for the sphere case (b/c = 1), the values of 80 for different 
spheroids are given in Table 1, where the units of the angles 
80 and Bs are degrees and the angle 9, is the physical incidence 
angle of the beam as identified in Fig. 1. 

Finally, the initial condition is ©,(??, # ,0 ) = 0, where the 
assumption Tt - Tsur is utilized, which implies that a "hot-
wall' ' experimental setup is demanded for the proposed method. 

Limiting Case of Bi = 0. For the case of Bi = 0, all the 
incident energy is absorbed by the sample. After a reasonably 
long time, the temperature distribution within the spheroid be
comes uniform. A lumped heat balance analysis can be per
formed to find this uniform temperature denoted as [©*]«: 

[©*]- = 
cosh8 

Vo 
2 sinh2'3 ?7o 

1 - 1 
cosh2 rja 

• ( 6 ) 

For the present investigation, we have [©*]«, = 0.0022, which 
is a constant for every case studied, since the incident energy 
and volume of the spheroid were kept constant. 

Computational Details. Although an analytic solution of 
the problem formulated above is possible (Shen, 1996) follow
ing the work of Moon and Spencer (1988), the evaluation and 
presentation of the results is very time-consuming. In view of 
this, the finite element computer code TOPAZ2D (Shapiro and 
Edwards, 1990) was utilized to simulate the transient conduc
tion heat transfer process. Grid-independence of the results was 
established by using a number of grid densities. A typical grid 
layout (28 X 28) is shown in Fig. 2. The time-step At was 
chosen to be 0.02 seconds. The pulse time is set equal to one 
time-step. 

5 Results and Discussion 

In order to observe the general features of the surface tempera
ture rise history, the variation of the dimensionless temperature 
(®*) versus dimensionless time (t*) for two points, P90 (9 = 90 
deg) and PI80 (8 = 180 deg), on the oblate spheroidal surface 
were explored. A typical set of surface temperature rise curves are 
shown in Fig. 3, which correspond to the point P180 on the surface 
of an oblate spheroid with b/c = 1.5. The characteristics of temper
ature response at the rear surface is similar to that of spherical 
samples (Shen et al., 1997). The effect of the incident flash is 
sensed with a time delay which depends on both the measurement 
point and shape of the spheroid. This is followed by a monotonic 
rise to a maximum temperature, its value being dependent on the 
heat loss parameter (Bi). After a long time, due to the heat ex
change with the surroundings, the dimensionless temperature goes 
to zero for all the cases with Bi =*= 0. In general, the bigger the Biot 
number, the greater the heat loss, and the maximum temperature 
decreases accordingly. At the same time, greater the heat loss from 
the spheroid means smaller the value of the dimensionless rise 
time. Temperature at every point in the spheroid approaches a 
constant value as indicated before when there are no heat losses 
(Bi = 0). The asymptotic value attained for the Bi = 0 case in 
Fig. 3 was in extremely close proximity to the lumped analysis 
result (Eq. (6)) and this also served as a check for the accuracy 
of the computational results. The temperature rise curves at the 
point PI 80 when there are no heat losses for various spheroids 
are given in Fig. 4. Even though all the spheroids asymptotically 
reach [€>*]„, the spheroid with greater ratio b/c reaches that tem
perature faster since the distance between the laser incidence point 
and the point P180 is getting shorter and shorter, as b/c is in
creased. 

0.3 -

• | . , • • , -, r- , , 1 . 

b/c = 1.5 

?°2 
\* 

«-* \̂  

1--̂ ^ 

0.1 *""——— P180 

P90 ~~~~— — — — _ _ _ 

0.0 I 1 1 1 , 1 . . , 1 , 1 . 
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BI 

Fig. 5 The relationship between (f|M - t*,4) and the Biot Number for b/c = 1.5 
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6 Determination of Thermal Diffusivity 

Given a temperature-rise history, it was found that the expo
nential function fitted the relationship between characteristic 
dimensionless time (t*/4 - f*4) and the Biot number well (see 
Fig. 5). Variables ?*/4 and t *4 represent dimensionless rise times 
to reach quarter-maximum and three quarter-maximum temper
atures, respectively. The form of the dependence was (t*n -
f f/4) = me~"vBi. The parameters m and n for different geomet
ric shapes and different measurement locations are listed in 
Table 2. By following the same steps as for spherical samples 
(Shen et al., 1997), the formula to determine the thermal diffu
sivity can be derived assuming the temperature rise at points 
P\ and P2 have been recorded. The pertinent relation is 

mp 
m"2< 

_ f l l + |n,/(n,-n.)J ' 

M [h. t\l4\2 

[h. 
R2 (7) 

The only physical quantities which need to be known are the 
size of the specimen and the simultaneously recorded tempera
ture rise curves at least at two different points on the surface 
of the specimen. It is recommended that the temperature rise 
histories be measured at points Pi = P90 and P2 = PI80. The 
parameters mt, m2, «i, n2, M, and N in Eq. (7) to be used for 
these two points are summarized in Table 2. 

Experimental validation of the technique proposed here has 
only been made for the case of spherical specimen (blc = 1 ) 
by Shen et al. (1997). Given the success of that experimental 
study for the limiting case of the present analysis, it appears 
that the current technique will be capable of providing reliable 
thermal diffusivity measurements. However, direct experimen
tal validations are not available at the present time. 

7 Conclusions 

In order to determine the thermal diffusivity of high-tempera
ture materials, extension of a recently validated containerless 
single-step flash technique for levitated oblate spheroidal speci
men is proposed. The thermal diffusivity is determined by 
knowing the sample size and recording the temperature rise at 
least at two different points on the surface of the oblate spheroid 
simultaneously. The main advantage of this method is that the 
thermal diffusivity can be determined without the necessity of 
knowing the heat loss parameter. The appropriate coefficients 
for oblate spheroidal samples are provided. 
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Shallow Subflash Liquid Fuel Layer 
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Nomenclature 

Bo = Bond number (gp/362/a') 
cp = specific heat of the liquid fuel 

gravitational acceleration 
effective conductivity transport coefficient 
heat flux transmitted horizontally through the 
liquid layer 
heat flux transmitted from flame to the 
underlying fuel (Fig. 1) 
local surface temperature of fuel layer 
flash point temperature of liquid fuel (Fig. 1) 
maximum temperature of fuel layer surface 
beneath flame (Fig. 1) 
ambient temperature 
flame spreading velocity 
horizontal coordinate measured from the flame 
front (Fig. 1) 
distance behind flame front at which T = rmox 

location ahead of flame at which T = Tx 
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thermal diffusivity of liquid fuel 
liquid fuel volumetric expansion coefficient 
fuel layer thickness (depth) 
function defined by Eq. (11) 
function B(x, Tx) evaluated at flame front (x = 
0), seeEq. (12) 
absolute viscosity of liquid fuel 
density of liquid fuel 
surface tension of liquid fuel 
absolute variation of a with temperature, | da I 
dT\ 

Subscripts 
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2 = ahead of the flame 
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men is proposed. The thermal diffusivity is determined by 
knowing the sample size and recording the temperature rise at 
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simultaneously. The main advantage of this method is that the 
thermal diffusivity can be determined without the necessity of 
knowing the heat loss parameter. The appropriate coefficients 
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Introduction 

The rather extensive literature on the rate at which a flame 
spreads over the free surface of a liquid fuel layer has been 
reviewed thoroughly by Ross (1994). Relative to the present 
paper it is noteworthy that scaling analyses have provided some 
simple formulas for the spreading rate (see, e.g., Williams, 
1985; and Quintiere, 1988), although these expressions contain 
a characteristic surface flow length that is not known a priori. 
Advanced numerical models due to Di Blasi et al. (1990) and 
Schiller et al. (1993) account for thermal convection in the fuel 
layer and in the overlying gas space, liquid fuel vaporization, 
and finite-rate gas-phase kinetics. These models represent sig
nificant contributions as they are capable of explaining and 
predicting flame spread behavior over alcohol fuels when the 
initial fuel temperature is not too far below the flash point (near-
flash regime). 

Our goal is to obtain a convenient closed-form expression 
for the flame-spreading velocity over a shallow liquid fuel layer 
whose initial temperature is very low relative to the fuel flash 
point. (This situation is of interest in ongoing weapons site 
cleanup and safety studies.) Thermocapillary and to a lesser 
extent thermogravitational flow in the liquid phase are assumed 
to be the controlling mechanisms of flame propagation. The 
effective thermal conductivity concept (Burelbach et al., 1996) 
is exploited to transform this combined natural convection 
flame-spread problem into a nonlinear conduction-like problem. 
It is recognized that Burgoyne and Roberts (1968) also pro
posed a flame spread model in which the convective heat trans
fer in the liquid fuel layer was described in terms of effective 
thermal conductivities. However, their effective thermal con
ductivities were unknown and had to be determined from experi
ment. This is not the case in the effective thermal conductivity 
model presented here. 

Physical Model 
As is usual in the treatment of one-dimensional steady-state 

flame propagation, we consider a system of coordinates in which 
the flame position is fixed and the fuel layer of thickness 6 
moves with flame front velocity U in the negative x-direction 
(see Fig. 1). The position of the flame front coincides with the 
origin x = 0. The rate of liquid phase energy transport in the 
region 0 < x < xx ahead of the flame is sufficient to raise the 
surface temperature of the fuel from the ambient temperature 
T„ (at x = Xoc) to the flash point temperature T(p at the flame 
front. The surface temperature of the fuel continues to increase 
behind the flame front in the region — *max < x < 0. At the 
distance xmax behind the flame front the liquid surface tempera
ture is assumed to reach a maximum value Tma, which lies 
somewhere between T!p and the boiling point of the fuel. We 
will see later that it is not necessary to know the exact value 
of Tmm in order to derive a useful formula for the flame spread
ing rate. The heat flux q0 from the flame to the fuel segment 
~*max < x < 0 beneath the flame is assumed to be spatially 

Fig. 1 Schematic diagram of physical model; indicating fuel-surface 
temperature profile and nomenclature 

uniform and a known quantity. Thermophysical properties of 
the fuel layer are assumed to take on constant mean values. 
Heat losses from the fuel layer to the rigid substrate beneath 
the fuel are neglected. Finally, radiative heat transfer from the 
flame to the fuel surface ahead of the flame is ignored, as is 
thermocapillary deformation (thinning) of the fuel layer in the 
vicinity of the flame front. 

Model Equations and Solution 

We begin construction of the flame propagation model by 
adopting the following nonlinear Fourier conduction-type ex
pression derived by Burelbach et al. (1996) that relates the 
local x-directed heat flux q within the shallow fuel layer to the 
temperature gradient dTldx along the surface of the layer: 

The quantity q is the rate of heat transport by surface flow away 
from the flame minus the rate of heat transport by the subsurface 
flow toward the flame. In the above equation ke is an effective 
thermal conductivity coefficient (in W m K~3) which accounts 
for both thermocapillary and thermogravitational convection, 
and is given by 

1680 a n2 \ 24 864 j 

The symbols are defined in the Nomenclature list. For typical 
liquid fuels Eq. (1) is formally valid as long as the layer thick
ness 6 is less than about 6 mm. Equation (1) does not account 
for inertial effects which become increasingly important as the 
fuel depth is increased above 6 mm. Equations (1) and (2) 
have been used successfully to predict the local rise in liquid 
surface temperature beneath a heat source (Burelbach et al., 
1996) and the liquid surface temperature as a function of dis
tance from the heat source (Epstein et al., 1997). 

Armed with Eq. (1) we may now treat the flame spread 
problem as a conduction problem, much like the problem of 
flame propagation over a solid fuel surface. A thermal energy 
balance on a surface-segment of lateral dimension dx beneath 
the flame results in 

PUCp^ + K^-l^1)3 + f = 0 - * m a x < * < 0 . (3) 
ax dx \ dx J o 

Note that in writing Eq. (3) we assume that the temperature 
gradient dT\ldx is constant over the depth of the fuel layer, an 
approximation that is consistent with the derivation of Eq. (1) 
(Burelbach et al , 1996). Similarly, the energy balance for a 
surface-segment ahead of the flame front is 

pUcp^ + ke^-(^Y = 0 0<x<x„. (4) 
dx dx \ dx ) 

In the above differential equations Tx{x) is the temperature 
profile along the surface of the fuel layer beneath the flame, 
and T2{x) is the surface temperature profile in the region ahead 
of the flame front. At the flame front (x = 0) we have the 
matching conditions 

In accord with the physical model described previously, we also 
have the boundary conditions 
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T, = Tm 

T„, 

dx 

dTi 

dx 
= 0 at 

(6) 

(7) 

The solution of Eq. (4) that satisfies the first condition in 
Eq. (5) and the boundary conditions given by Eq. (7) is 

ZW, = d_^ 0 < x < x„ (8) 

where the length xm of the heat transfer zone ahead of the flame 
is 

ke(Tlp - TK)2 

p U cp 
(9) 

Solving Eq. (3) and requiring that the result satisfy conditions 
(5) and ( 6) yields the following implicit relationship for T, (x) : 

In [1 - 6(x, r , ) ] + 0(*. 7,) + i [0(x, r , ) ] 2 

\ [0(0, r f p)]3( r ™ 

< x < 0. 

1 + 

(10) 

The function 6(x, 7\) that appears in Eq. (10) is defined as 

{x, r , ) = 0(O, Tfp) 
T« x T{ 

+ —-

< x < 0 (11) 

where the quantity 6(0, Tlp) is the dimensionless flame speed 

am TM - <-P u'J4'3 W* ~ T.)"3 
(12) 

The length xmax of the heat transfer zone beneath the flame is 

p U c„6 

<?» 
(Tm T„). (13) 

It follows from Eq. (10) that 6(0, Ttp) is given by the transcen
dental equation 

In [1 - 6(0, T!p)] + 6(0, 7V„) + i [6(0, T!p)]
2 

1 WO, rfp)]3 T - T 
A max l <* (14) 

Combining Eqs. (12) and (14) yields the desired closed-form 
expression for the flame spreading rate U. 

Results and Comparison With Experiment 

Examination of Eqs. (10), (11), and (14) reveals that the 
dimensionless liquid surface temperature profile beneath the 
flame is strictly a function of the dimensionless maximum tem
perature (7"max - 7M/(T(p - T„). The temperature profile be
neath the flame is found by first solving Eq. (14) for 6(0, 7>p) 
for a fixed value of (7/max - T^)/(T!p - 7U). Once 6(0, Ttp) is 
determined, Eqs. (10) and (11) can be solved numerically for 
the dimensionless surface temperature (Tx - T«,)/(Tfp - T„) at 
dimensionless location x/xmliK. 

The dimensionless flame spreading velocity (see Eq. (12)) 
is also a function only of the dimensionless maximum tempera

ture. It is apparent from the solution of Eq. (14) for 6(0, T(p) 
versus (Tmm - Ta)/(Tfp - 7.) that if (Tmsx - Tm)/(Tf? - T„) 
is sufficiently large, the dimensionless flame velocity is given 
by the asymptotic result 

(P u c„y"6 (Tfp - T„yn 
1.0 (15) 

which is a practical limit since the liquid surface temperature 
under the flame probably approaches the boiling point of the 
fuel. For example, identifying Tmax with the boiling point of n-
decane (174°C) the ratio (Tmm - Tm)l(T,p - 7/„) = 5.9, where 
r^ = 46°C and the ambient temperature is taken to be 7^ = 
20°C. At this value of (Tlnax - T„)/(Ttp - T„) the solution 6(0, 
Tfp) is within 5.0 percent of its asymptotic limit of unity. Even 
if 7"max beneath a decane flame is as low as 120°C, Eq. (15) 
would overestimate the flame speed U by only ten percent rela
tive to the numerical solution of Eq. (14). Thus, to a good 
approximation we have the following simple flame speed result 
obtained by solving Eq. (15) for U: 

U 
1 

P cP 

Qo ICe 

S\Tlp r.) 
(16) 

There has been little experimentation in the regime where 
Eq. (16) is applicable, namely flame spread on cold, shallow 
fuel layers. In this regime the vapor pressure exerted by the 
fuel is low and the controlling mechanism is convective heat 
transfer through the liquid fuel layer. We believe that the experi
mental results of Mackinven et al. (1970) for flame spread over 
shallow pools of n -decane are appropriate for comparison with 
Eq. (16). Their experimental results of flame speed as a func
tion of fuel depth are represented by open circles in Fig. 2. The 
experiments were carried out in a tray that was demonstrated 
to be large enough to preclude scale effects. The theoretical 
curve in the figure was produced using Eq. (16) combined with 
Eq. (2) for ke. The curve is dashed beyond 8 = 6.0 mm because 
the assumptions employed in deriving Eqs. (1) and (2) are 
not valid for thicker layers (see Burelbach et al., 1996). The 
thermophysical properties used to construct the curve corre
spond to decane at 35°C, which is the arithmetic mean of the 
flash point (7"fp = 46°C) and the ambient temperature (T„ = 
23°C). The heat flux qa from the fire to the fuel layer was 
identified with the heat flux that would be measured during a 
nonspreading decane pool (pan) fire. The pool-fire burning rate 

Fig. 2 Flame spreading velocity versus fuel depth for n-decane at 7", = 
23°C; comparison of measurements (Mackinven et al., 1970) with theory 
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correlation of Burgess et al. (1961) yields q0 = 4 X 104 W m~2 

for decane. 
The theory is in surprisingly good agreement with the experi

mental data considering the simplicity of the model relative to 
the complex behavior of the actual flame/fuel layer system 
(Mackinven et al , 1970). 
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Thermal Transport Phenomena in 
Turbulent Gas Flow Through a Tube 
at High Temperature Difference and 
Uniform Wall Temperature  

Shuichi Torii1 and Wen-Jei Yang2 

A numerical study is performed to investigate thermal transport 
phenomena in turbulent gas flow through a tube heated at high 
temperature difference and uniform wall temperature. A k-e 
turbulence model is employed to determine the turbulent viscos
ity and the turbulent kinetic energy. The turbulent heat flux is 
expressed by a Boussinesq approximation in which the eddy 
diffusivity of the heat is determined by a t2-e, heat transfer 
model. The governing boundary layer equations are discretized 
by means of a control-volume finite difference technique and 
are numerically solved using a marching procedure. It is dis
closed from the study that (i) laminarization takes place in 
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a turbulent gas flow through a pipe with high uniform wall 
temperature just as it does in a pipe with high uniform wall 
heat flux, and (ii) the flow in a tube heated to high temperature 
difference and uniform wall temperature is laminarized at a 
lower heat than that under the uniform heat flux condition. 

Nomenclature 
cp = specific heat at constant pressure, J / (kg K) 
D = diameter, m 
G = mass flux of gas flow, kg / (m 2 s) 
k = turbulent kinetic energy, m 2 / s 2 

L = heating length, m 
Pr = Prandtl number 
Pr, = turbulent Prandtl number 
qw = wall heat flux, W / m 2 , Eq. (2 ) 
qt = dimensionless heat flux parameter, Eq. (1) 

r = radial coordinate, m 
Re = Reynolds number, umDlv 
St = Stanton number, q„/(pcpum(T„ - Th)) 
T = time-averaged temperature, K 
_t = fluctuating temperature component, K 
t2 = temperature variance, K2 

U = time-averaged velocity components in axial direction, 
m/s 

um = mean velocity over tube cross section 
x = axial coordinate, m 

Greek Symbols 

e = turbulent energy dissipation rate, m2 /s3 

e, = dissipation rate of t2, K/s2 

X = molecular thermal conductivities, W/(K m) 
v = fluid kinematic viscosity, m2/s 

Subscripts 
b = bulk 

in = inlet 
w = wall 

Superscripts 

- = time-averaged value 
' = fluctuation value 

Introduction 

When gas flowing in a channel is heated by high uniform 
wall heat flux, a transition from turbulent to laminar patterns 
occurs at higher Reynolds numbers than at the usual critical 
value. This phenomenon is often referred to as laminarization. 
Experimental study on the criteria for its occurrence and heat 
transfer characteristics has been undertaken and reported by 
several investigators (Bankston, 1970; Coon and Perkins, 1970; 
McEligot et al., 1970; Perkins et al , 1973; Mori and Watanabe, 
1979; Ogawa et a l , 1982; Koshizuka et a l , 1995). In order to 
further understand the transport phenomena in a laminarizing 
flow, Kawamura (1979), Torii et al. (1990), Fujii et al. (1991), 
and Torii et al. (1993) analyzed the flow structure by means 
of k-kL, k-e, k-kL-uv, and Reynolds stress turbulence models, 
respectively. In all of these numerical simulations, the turbulent 
heat flux in the energy equation was modeled by the classical 
Boussinesq approximation. The unknown turbulent thermal 
conductivity k, was obtained from the correlation of the specific 
heat cp, the known turbulent viscosity \JL, and the turbulent 
Prandtl number Pr, (X, = cpp,/Pi,). However, results obtained 
through this approach failed to provide detailed information on 
the thermal field, such as temperature fluctuation and turbulent 
heat flux. This motivated Torii and Yang (1997) to employ the 
two-equation heat transfer model to determine the turbulent heat 
flux in the energy equation. Their study disclosed that (i) once 

784 / Vol. 120, AUGUST 1998 Transactions of the ASME 

Downloaded 10 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

http://kagoshima-u.ac.jp
mailto:wjyang@engin.umich.edu


correlation of Burgess et al. (1961) yields q0 = 4 X 104 W m~2 

for decane. 
The theory is in surprisingly good agreement with the experi

mental data considering the simplicity of the model relative to 
the complex behavior of the actual flame/fuel layer system 
(Mackinven et al , 1970). 
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Turbulent Gas Flow Through a Tube 
at High Temperature Difference and 
Uniform Wall Temperature  

Shuichi Torii1 and Wen-Jei Yang2 

A numerical study is performed to investigate thermal transport 
phenomena in turbulent gas flow through a tube heated at high 
temperature difference and uniform wall temperature. A k-e 
turbulence model is employed to determine the turbulent viscos
ity and the turbulent kinetic energy. The turbulent heat flux is 
expressed by a Boussinesq approximation in which the eddy 
diffusivity of the heat is determined by a t2-e, heat transfer 
model. The governing boundary layer equations are discretized 
by means of a control-volume finite difference technique and 
are numerically solved using a marching procedure. It is dis
closed from the study that (i) laminarization takes place in 
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a turbulent gas flow through a pipe with high uniform wall 
temperature just as it does in a pipe with high uniform wall 
heat flux, and (ii) the flow in a tube heated to high temperature 
difference and uniform wall temperature is laminarized at a 
lower heat than that under the uniform heat flux condition. 

Nomenclature 
cp = specific heat at constant pressure, J / (kg K) 
D = diameter, m 
G = mass flux of gas flow, kg / (m 2 s) 
k = turbulent kinetic energy, m 2 / s 2 

L = heating length, m 
Pr = Prandtl number 
Pr, = turbulent Prandtl number 
qw = wall heat flux, W / m 2 , Eq. (2 ) 
qt = dimensionless heat flux parameter, Eq. (1) 

r = radial coordinate, m 
Re = Reynolds number, umDlv 
St = Stanton number, q„/(pcpum(T„ - Th)) 
T = time-averaged temperature, K 
_t = fluctuating temperature component, K 
t2 = temperature variance, K2 

U = time-averaged velocity components in axial direction, 
m/s 

um = mean velocity over tube cross section 
x = axial coordinate, m 

Greek Symbols 

e = turbulent energy dissipation rate, m2 /s3 

e, = dissipation rate of t2, K/s2 

X = molecular thermal conductivities, W/(K m) 
v = fluid kinematic viscosity, m2/s 

Subscripts 
b = bulk 

in = inlet 
w = wall 

Superscripts 

- = time-averaged value 
' = fluctuation value 

Introduction 

When gas flowing in a channel is heated by high uniform 
wall heat flux, a transition from turbulent to laminar patterns 
occurs at higher Reynolds numbers than at the usual critical 
value. This phenomenon is often referred to as laminarization. 
Experimental study on the criteria for its occurrence and heat 
transfer characteristics has been undertaken and reported by 
several investigators (Bankston, 1970; Coon and Perkins, 1970; 
McEligot et al., 1970; Perkins et al , 1973; Mori and Watanabe, 
1979; Ogawa et a l , 1982; Koshizuka et a l , 1995). In order to 
further understand the transport phenomena in a laminarizing 
flow, Kawamura (1979), Torii et al. (1990), Fujii et al. (1991), 
and Torii et al. (1993) analyzed the flow structure by means 
of k-kL, k-e, k-kL-uv, and Reynolds stress turbulence models, 
respectively. In all of these numerical simulations, the turbulent 
heat flux in the energy equation was modeled by the classical 
Boussinesq approximation. The unknown turbulent thermal 
conductivity k, was obtained from the correlation of the specific 
heat cp, the known turbulent viscosity \JL, and the turbulent 
Prandtl number Pr, (X, = cpp,/Pi,). However, results obtained 
through this approach failed to provide detailed information on 
the thermal field, such as temperature fluctuation and turbulent 
heat flux. This motivated Torii and Yang (1997) to employ the 
two-equation heat transfer model to determine the turbulent heat 
flux in the energy equation. Their study disclosed that (i) once 
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laminarization takes place, the time-averaged wall temperature 
gradient across the whole tube cross section diminishes along 
the flow, resulting in an attenuation in the temperature variance 
and the turbulent heat flux, (ii) although both velocity and 
temperature dissipation time scales are substantially amplified 
in the laminarizing flow, their ratio is only slightly increased, 
and (iii) consequently, the turbulent heat flux is diminished due 
to a decrease in the turbulent kinetic energy over the pipe cross 
section, which results in the deterioration of heat transfer perfor
mance. These numerical and experimental results may be ap
plied to heat transfer in nuclear-powered space vehicles with 
gaseous flow of the propellant. In the design of reactors op
erating on turbulent flows at higher Reynolds numbers, this 
regime plays an important role in reactor shutdown/restart and a 
quasi-steady transient in partial loss of coolant accidents, which 
occurs under uniform heat flux conditions. 

It is well known that the actual situation in internal convection 
lies between two limiting cases: uniform wall heat flux and 
uniform wall temperature. The purpose of the present study is 
to investigate thermal transport phenomena of a turbulent gas 
flow through a pipe at high temperature difference with uniform 
wall temperature. Both the k~e turbulence model (Torii et al., 
1990) and the two-equation heat transfer model (Torii and 
Yang, 1997) are appropriate for capturing the fluid flow and 
heat transfer characteristics in the turbulent-to-laminar transition 
region. They are employed to investigate the mechanism of 
transport phenomena. Consideration is given to the streamwise 
variation of the flow and to thermal fields in a strongly heated 
gas flow, including turbulent kinetic energy, temperature vari
ance and velocity, and temperature profiles. 

Governing Equations and Numerical Method 
Consider turbulent gas flows in a circular tube at high temper

ature difference and uniform wall temperature. Since the gov
erning equations and numerical methods are the same as those 
used by Torii and Yang (1997) , the details are omitted here. 
In the present study, both the k-e-Pr, model (Torii et al., 1990) 
and k-n-t2-e, model (Torii and Yang, 1997) were employed to 
investigate thejnechanism of transport phenomena. Let the k-
e-Pr, and k-e-t2-e, models be referred to as "Model A " and 
"Model B , " respectively. Models A and B can predict both 
the transition from turbulent to laminar flow and the flow and 
heat transfer characteristics in a laminarizing flow in a tube 
with high heat flux (Torii et al„ 1990; Torii and Yang, 1997). 

The hydrodynamically fully developed isothermal circular 
tube flow is assumed at the starting point of the heated section. 
The following boundary conditions are maintained at the wall: 

r = 0 (center l ine): 
dU_ 

Or 

dk 

dr 

9e 

dr dr dr dr 

r = D/2(wal l ) : U = k = t = t2 = e, 

T = Tw (uniform wall temperature). 

0, 

For the laminarizing gas flow in a channel with high heat 
flux, the nondimensional heat flux parameter, qtn, is defined as 

<?in = 
q« 

{Gc,,T)it 
(1) 

and is employed to indicate the magnitude of heat flux at the 
tube wall. However, that parameter cannot be used here because 
wall heat flux varies along the flow under the uniform wall 
temperature condition, as shown in the following. In the present 
study, wall heat flux, qw, (in Eq. (1)) is defined as 

L Jo 
dT 

dr 
dx, (2) 

Here, it is assumed that the wall temperature is uniform around 
the tube periphery. The ranges of the parameters are nondimen
sional heat flux parameter qt < 0.0050; Reynolds number at 
the onset of heating Rein = 6000 ~ 10,000; and inlet gas (nitro
gen) temperature Tin = 273 K. 

Results and Discussion 
The local heat transfer coefficients in a strongly heated gas 

flow obtained by means of Models A and B are illustrated in 
Fig. 1 in the form of Stanton number St,, versus Reynolds num
ber Re/„ with q*a as the parameter. The inlet bulk Reynolds 
number is fixed at 8500. There is no experimental data pertinent 
to the fluid flow and heat transfer characteristics in a tube heated 
to a very high-temperature difference and uniform wall tempera
ture. The measured results of Bankston (1970) under a uniform 
wall heat flux condition, denoted by hollow circles and triangles, 
are superimposed in Fig. 1 for reference. In addition, the 
Dittus-Boelter's turbulent heat transfer correlation equation 
(McAdams, 1954) and the theoretical solutions for heat transfer 
in laminar flow under a uniform wall temperature condition 
(Kays and Crawford, 1983) are presented in the figure as 
straight solid lines. As the flow proceeds downstream, the bulk 
Reynolds number decreases gradually from the inlet value as a 
result of an increase in the molecular viscosity due to heating. 
Hence, a reduction in the bulk Reynolds number is equivalent 
to a change in the axial location, as shown by the arrow sign. 
It is observed that for qt„ = 0.001, the calculated Stanton number 
decreases in the thermal entrance region followed by an upturn 
and approaches the fully developed turbulent correlation down
stream. This is a nonlaminarizing flow. Here, the predicted val
ues appear to exceed the turbulent heat transfer correlation at 
Rein of 8500. This is because the thermal boundary layer is 
developing. When a turbulent gas flow at the entrance is strongly 
heated at qtn = 0.0026, the flow has undergone a transition from 
turbulent to laminar fashion exhibiting laminar heat transfer 
characteristics at certain distance from the entrance, a phenome
non called laminarization. This phenomenon does not happen 
to the q^ = 0.001 case and hence laminarization fails to occur. 
However, at a higher wall temperature of qt„ = 0.0026, the 
numerical results depart completely from the turbulent correla
tion from the onset and advance toward the laminar correlation 
as the flow proceeds downstream. It is of interest that the pre
dicted change from turbulent to laminar flow (i.e., the laminari
zation process) with a uniform wall temperature at q^ = 0.0026 
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namely, an average heat flux over the whole heated wall surface. 

Fig. 1 Predicted local heat transfer performance in the form of Stanton 
number St* versus Reynolds number Reb as a function of nondimensional 
heat flux parameter, q,„, for Rei„ = 8500 

Journal of Heat Transfer AUGUST 1998, Vol. 120 / 785 

Downloaded 10 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



follows closely the laminarization trend of Bankston's experi
mental data for qfn = 0.00429 under a uniform wall heat flux 
condition. A substantial reduction in the local Stanton number 
is ascribed to the occurrence of laminarization. However, the 
experimental data of Bankston (1970) at qt = 0.00254 with a 
uniform wall heat flux shows no evidence of laminarization. 
Thus, the numerical predictions of Models A and B have re
vealed that a gas flow in a tube with a high uniform wall 
temperature is always laminarized, just as it is when heated 
with a uniform high wall heat flux. 

An attempt is made to determine the criterion for the laminari
zation of flow in a tube with uniform wall temperature. First 
of all, conditions should be specified under which the flow 
is necessarily laminarized. Torii et al. (1990) established the 
criterion for flow laminarization in a tube with high wall heat 
flux using the k-e turbulence model. The criterion is for the 
turbulent kinetic energy at x/D = 150 to be lower than one-
tenth of its inlet value. The same idea has been adopted for the 
uniform wall temperature case because the streamwise variation 
of a turbulent kinetic energy in the laminarizing flow (not 
shown) was similar to that under the uniform heat flux condition 
(Torii et al., 1990). The criteria established under a uniform 
wall temperature using Models A and B are depicted in Fig. 2. 
In all of the numerical calculations, the number of control vol
umes is selected between 62 and 98, resulting in no appreciable 
difference between the criteria established by each model. In 
other words, the numerical results, with different grid spacing, 
show almost the same values over the inlet Reynolds number 
(Rein) region discussed here. Thus the confidence level of Mod
els A and B is maintained to a certain degree. For reference, 
the existing criteria under the uniform heat wall flux condition 
are superimposed in Fig. 2, because there is no experimental 
data for gas flows in a tube heated at a very high temperature 
difference and uniform wall temperature. As for the experiment 
data in Fig. 2, the uncertainty in the criterion for occurrence of 
laminarization is strongly affected by that of the local Stanton 
number, which is dependent on the uncertainty in the heat trans
fer coefficients. At the same time, it strongly depends on the 
accuracy of local heat flux and inner wall temperature. That is, 
each test section was individually calibrated by determining the 
local resistivity of the tube wall and the local effective heat-
exchange coefficient between the outer wall of the tube and 
the environment. The inner wall temperature of the tube was 
calculated using measured outside wall temperature, in which 
the uncertainty was reduced by taking into account radial and 
axial conductions (including the effects of temperature-depen
dent thermal conductivity, electrical resistivity, and the diameter 
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of the tube) and radiation from the outer surface of the tube. It 
is observed that the criteria established discovered using Models 
A and B are lower than those under a uniform heat flux condition 
over a wide range of Reynolds numbers. Therefore, a flow in 
a tube heated at high-temperature difference and uniform wall 
temperature seems to be laminarized at a lower heat level than 
that under the uniform heat flux condition, although there re
mains a quantitative ambiguity, i.e., whether or not the criteria 
obtained here are true, because there is no experimental data 
with which to compare them. 

What causes a gas flow to be laminarized at a slight tempera
ture difference between the wall and the bulk of the fluid under 
a uniform wall temperature than the uniform wall heat flux 
case? Figure 3 illustrates the streamwise variation of the local 
nondimensional wall heat flux parameter, q*n, for both the non
laminarizing and laminarizing flow cases at Rein = 8,500. For 
comparison, the existing criteria for laminarization under the 
uniform wall heat flux condition obtained by Coon and Perkins 
(1970), McEligot et al. (1970), and Ogawa et al. (1982) are 
superimposed in the figure as solid straight lines. Here, the local 
wall heat flux, qw, as shown in Eq. (2), is nondimensionalized 
to obtain qfn in Eq. (1). It is observed that the predicted qta for 
both the nonlaminarizing and laminarizing flows gradually de
creases in the flow direction, as mentioned previously. Of im
portance is that the magnitude of qf„ for the laminarizing flow 
agrees with the existing criteria in the entrance region (x/D 
less than 50). In other words, gas flow in the entrance region 
is strongly heated by the local wall heat flux whose level induces 
laminarization even with uniform wall heat flux. In summary, 
a flow in a tube heated at high-temperature difference and a 
uniform wall temperature is substantially accelerated due to 
gas expansion, resulting in a deterioration in turbulence in the 
velocity field, and consequently, laminarizing the flow. 

Summary 
k-e-Pr, and k-e-t2-e, models have been employed to numeri

cally investigate fluid flow and heat transfer in a tube with 
uniform wall temperature. Consideration is given to whether or 
not the flow is laminarized as well as the uniform heat flux 
case. The results are summarized as follows: 

1 Both Models A and B predict laminarization to take place 
accompanied by the substantial reduction in the local Stanton 
number in a strongly heated gas flow. 

2 The predicted criterion for the occurrence of laminariza
tion where there is uniform wall temperature is lower than that 
for the uniform wall flux heating over the wide range of the 
Reynolds number, if Eq. (1) is employed as the nondimensional 
heat flux parameter. 
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Nomenclature 

2,3 

AN = 

h 
H 

Nu 
Rerf 

flow pulsation amplitude at discharge point in terms 
of the root-mean square of periodic velocity 
fluctuations 
convective heat transfer coefficient, W/m2K 
vertical distance between nozzle or orifice opening 
and impingement surface, m 
thermal conductivity of fluid, W/mK 

= Nusselt number = hdlk. -f 
Reynolds number referenced to diameter of orifice or 
nozzle opening and evaluated at film temperature = 
uNdlv 
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Sd = Strouhal number =fdJuN 

uN = mean centerline axial velocity at one diameter 
downstream of nozzle or orifice exit, m/s 

v = kinematic viscosity, m2/s 

Introduction 

Because of ease of construction, large arrays of air jets are 
most commonly formed by discharging air through orifices 
drilled or stamped in thin plates. However, pressure drops across 
orifices can be significantly greater than those across convergent 
nozzles and may restrict maximum flow rates or require costly 
air supply systems using compressors and piping. If pressure 
drops can be kept small, blowers and low-cost ducting can be 
used in air supply systems which can readily provide large flow 
rates. The use of blowers and ducting is especially advantageous 
where air consumption is necessarily large such as when numer
ous or large jet arrays are needed for heating, cooling, or drying 
in materials processing applications. Automated machining and 
manufacturing methods now make practical the production of 
arrays of convergent nozzles. For example, large convergent 
nozzle arrays can be readily machined in automated milling 
operations from thick, single metallic or plastic plates in lieu 
of being assembled from separate parts. 

An example of a convergent nozzle array is shown in Fig. 1. 
A recent trend in jet arrays has been to replace orifices with 
tubes (Gundappa et al., 1989) as it allows a larger corridor for 
venting the spent jet from the vicinity of the target surface. 
The use of convergent nozzles in place of tubes also has this 
advantage. Because such arrays can now be economically pro
duced and given resulting opportunities to reduce costs associ
ated with air supply systems, the heat transfer characteristics of 
arrays of convergent nozzles and arrays of orifices have been 
compared under the constraint of fixed pressure drop. Results 
demonstrate that arrays of nozzles provide higher and more 
uniform heat transfer rates in applications where low-pressure 
air supply sources are preferred. Because jets emerging from 
orifices do not readily generate large-scale vortical structures 
that are observed in submerged jets issuing from convergent 
nozzles (Michalke, 1972; Popiel and Trass, 1991), results are 
also presented for pulsating flow conditions that are known to 
alter coherent flow structures and might lead to changes in 
convective heat transfer. For example, although the natural fre
quency for vortex formation of a typical submerged jet is very 
high such that only small-pulsation amplitudes can be induced 
(Mladin and Zumbrunnen, 1997), a jet can be forced with large 
pulsation magnitudes at forcing frequencies much lower than 
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Fig. 1 Detail of the convergent nozzle plate and unit cell within jet array 
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vertical distance between nozzle or orifice opening 
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Sd = Strouhal number =fdJuN 

uN = mean centerline axial velocity at one diameter 
downstream of nozzle or orifice exit, m/s 

v = kinematic viscosity, m2/s 

Introduction 

Because of ease of construction, large arrays of air jets are 
most commonly formed by discharging air through orifices 
drilled or stamped in thin plates. However, pressure drops across 
orifices can be significantly greater than those across convergent 
nozzles and may restrict maximum flow rates or require costly 
air supply systems using compressors and piping. If pressure 
drops can be kept small, blowers and low-cost ducting can be 
used in air supply systems which can readily provide large flow 
rates. The use of blowers and ducting is especially advantageous 
where air consumption is necessarily large such as when numer
ous or large jet arrays are needed for heating, cooling, or drying 
in materials processing applications. Automated machining and 
manufacturing methods now make practical the production of 
arrays of convergent nozzles. For example, large convergent 
nozzle arrays can be readily machined in automated milling 
operations from thick, single metallic or plastic plates in lieu 
of being assembled from separate parts. 

An example of a convergent nozzle array is shown in Fig. 1. 
A recent trend in jet arrays has been to replace orifices with 
tubes (Gundappa et al., 1989) as it allows a larger corridor for 
venting the spent jet from the vicinity of the target surface. 
The use of convergent nozzles in place of tubes also has this 
advantage. Because such arrays can now be economically pro
duced and given resulting opportunities to reduce costs associ
ated with air supply systems, the heat transfer characteristics of 
arrays of convergent nozzles and arrays of orifices have been 
compared under the constraint of fixed pressure drop. Results 
demonstrate that arrays of nozzles provide higher and more 
uniform heat transfer rates in applications where low-pressure 
air supply sources are preferred. Because jets emerging from 
orifices do not readily generate large-scale vortical structures 
that are observed in submerged jets issuing from convergent 
nozzles (Michalke, 1972; Popiel and Trass, 1991), results are 
also presented for pulsating flow conditions that are known to 
alter coherent flow structures and might lead to changes in 
convective heat transfer. For example, although the natural fre
quency for vortex formation of a typical submerged jet is very 
high such that only small-pulsation amplitudes can be induced 
(Mladin and Zumbrunnen, 1997), a jet can be forced with large 
pulsation magnitudes at forcing frequencies much lower than 
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Fig. 1 Detail of the convergent nozzle plate and unit cell within jet array 
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the natural jet frequency to develop large vortices, so that heat 
transfer conditions can become changed. 

Experimental Apparatus and Procedures 

Details of the entire apparatus have been presented by Sheriff 
(1997). After first entering a plenum chamber, dehumidified 
and filtered air proceeded through a laminarizing flow element 
to either a plate containing a square array of nine convergent 
nozzles or to a plate with a square array of nine sharp-edge 
orifices. The diameter d of each nozzle opening and the nozzle-
to-nozzle spacing S, which were identical to those used for the 
orifice array, were 6 mm and 6d, respectively. The spacing 
corresponded to a maximum heat transfer condition for the 
orifice array as documented by Martin (1977). It should be 
noted that comparisons of heat transfer performance thereby 
favor the orifice array. The specific configuration for arrays of 
convergent nozzles that provides optimal heat transfer perfor
mance remains a topic of future investigations. The array of 
convergent nozzles, which is shown in Fig. 1, was machined 
in a plastic plate of 38.1-mm thickness. Each nozzle had an 
inlet opening of 25.4-mm diameter and a linear contraction 
contour. A 3.2-mm long transition section was provided at the 
nozzle exit to straighten the flow prior to discharge. 

The jets from the orifices or convergent nozzles discharged 
vertically upward onto a test cell composed essentially of a heated 
test plate with instrumentation to measure local convective heat 
transfer. The test plate consisted of two separate aluminum sections 
with 25.4-mm diameter semicircular slots designed to accommo
date a 25.4-mm diameter aluminum nitride substrate containing a 
heat flux microsensor (Model HFM-1A-AIN-B, Vatell Corpora
tion, Christiansburg, VA). The test plate was firmly mounted on 
a thin metallic electric foil heater which rested on an electrically 
insulative substrate. The heating foil was attached to bus bars that 
were connected to a direct current power supply. The test cell was 
mounted on a linear traversing mechanism to control the vertical 
separation between the test plate and the nozzle or orifice plate. 
The heat flux microsensor had a heat flux sensing element of 
less than 2 microns thickness and was fabricated directly on the 
aluminum nitride substrate by a vapor deposition and masking 
process. The sensing element consisted of a 1 //m-thick layer of 
silicon monoxide thermal resistance and multiple nickel-nichrorne 
thermocouple layers which formed a differential thermopile. A 
platinum resistance sensor was located adjacent to the thermopile 
to measure the surface temperature. The combined sensing ele
ments had overall dimensions of 2.29 mm by 1.78 mm. The surface 
temperatures along the test plate exhibited less than four percent 
temporal and spatial variations due to the high thermal conductivi
ties of the substrate and test plate. The thermal boundary condition 
of the experiment was therefore nearly that of a spatially uniform 
and temporally constant surface temperature. Given the sensor's 
small size and the constant surface temperature, local heat transfer 
measurements within the jet array were made within the unit cell 
in Fig. 1 by changing the relative position of the sensor with 
respect to the axis of the central jet. The sensor temperature was 
maintained between 45CC and 70CC and the heat flux ranged from 
0.2 W/cm2 to 1.0 W/cm2. To generate a pulsed jet, a portion of 
the air supply was directed through a motor-driven ball valve. 
Pulsation frequencies (10 Hz < / < 65 Hz) were well below the 
rated frequency response of the sensor (100 kHz). 

As simple analyses show for incompressible flow conditions 
such as are common in industrial applications of gas jets or sub
merged liquid jets, pressure drops across nozzles and orifices are 
nearly identical when jet centerline velocities are equal. This equal
ity in pressure drops was confirmed experimentally to be within 
three percent by using a differential water manometer connected 
across the nozzle or orifice plates. The jet Reynolds number Red 

of this study was therefore referenced to the centerline velocity of 
the central jet (Fig. 1) at a distance equal to one diameter d from 
the nozzle or orifice opening within the jet potential core in order 

to provide comparisons of heat transfer performance for identical 
pressure drops. Heat transfer measurements were performed for 
2500 < Red < 10000. Flow velocities were measured using a TSI 
(St. Paul, MN) IFA-100 anemometer fitted with a hot-film probe 
(TSI Model 1240-20). The temperature of the air at the nozzle 
inlet was measured using an ANSI Type T thermocouple. This 
temperature was within 0.1°C of the temperature of the discharged 
air. Local convective heat transfer coefficients were calculated 
from Newton's law of cooling with the adiabatic wall temperature 
as the reference temperature to account for possible entrainment 
effects (Bouchez and Goldstein, 1975). The adiabatic wall temper
ature was measured using the surface temperature sensor after a 
required flow had been established, but with no electrical power 
supplied to the heater strip and with the test cell initially at ambient 
temperature. Heat transfer coefficients were corrected for any con
tribution from radiative heat transfer by considering the test surface 
as a gray, diffuse body exchanging heat with black surroundings. 
All thermophysical properties for heat transfer measurements were 
evaluated at the local film temperature. Experimental uncertainty 
was determined using the method presented by Kline and McClin-
tock (1953). The uncertainties at a 95 percent confidence level in 
the Reynolds number and Nusselt number were 4.6 percent and 
8.9 percent, respectively. The repeatability in the local Nusselt 
numbers in the present investigation was two percent. Since com
parative data are presented in this study, the repeatability reflects 
how well differences could be discerned between heat transfer 
performances. 

Results and Discussion 
Heat transfer measurements were recorded within the cen

tral unit cell shown in Fig. 1 at discrete locations on the 
impingement plate along the axes xu x2, and x^. The axis 
x2 formed an angle of 22.5 deg with x{ and JC3 . The local time-
averaged Nusselt number distributions for the convergent 
nozzle array and orifice array are presented in Fig. 2 along 
these axes for Hid = 2 and 6. The results for Hid = 4 
were intermediate to these distributions (Sheriff, 1997). 
Although Fig. 2 pertains to Red = 5000, results are represen
tative for other Reynolds numbers considered. Heat transfer 

Fig. 2 Convective heat transfer distributions for arrays with convergent 
nozzles with Red =s 5,000, f = 10 Hz, Sd s 0.0044 ( . . . Steady Orifice 
Jets, — Steady Convergent Jets; AAN = 10 percent, • AN = 25 percent, 
0 AN = 40 percent, V AN = 50 percent, O AN = 60 percent) 
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rates in terms of local Nusselt numbers for the convergent 
nozzles were significantly greater than for the orifices away 
from the stagnation region. Since greater heat transfer rates 
occurred in regions adjacent to the stagnation region, local 
heat transfer distributions with the convergent nozzles were 
also more uniform. Such improved uniformity is highly de
sirable in air jet applications to mitigate hot, cold, or wet 
spots. The greater heat transfer rates were larger for Hid = 
2 in comparison to those for Hid = 6 and occurred along all 
three axes. It has been observed in steady jets that secondary 
vortices on the impingement surface resulting from incident 
coherent flow structures do not form for Hid > 6 (Fox et 
al., 1993). Evidence of incident coherent flow structures in 
the flows of this study have been documented by Sheriff 
(1997). Consequently, the larger increases for Hid = 2 and 
more uniform distribution may indicate the presence of more 
effective secondary vortices near the boundary layer. For 
Hid = 2 and 0.6 < xxIU < 1.0, local Nusselt numbers were 
between 34 percent and 38 percent larger than those for 
the orifice array. The largest difference at all separation 
distances occurred for xjli > 0.3. The spatially averaged 
heat transfer for the nozzle array was 26.2 percent higher 
than the results for the orifice array and 36 percent higher 
than given by the correlation of Martin (1977) for arrays 
of short straight tubes. It should be noted that these tubes 
were referred to as nozzles by Martin (1977), but differ 
from the convergent nozzles of this study. For Hid = 6, the 
spatially averaged heat transfer with the convergent nozzles 
was 16 percent and 48.9 percent higher than values for the 
orifice and from the short tube correlation, respectively. 

Small off-center peaks in Nusselt number are evident in Fig. 2 
on either side of the stagnation point atxi//i = x2lk = JC3//3 » 0.2. 
Locations agreed with the locations of off-center peaks observed 
experimentally in jet arrays with orifices (Huber and Viskanta, 
1994) and numerically within laminar jet arrays (Chen et al., 
1994). Since both of the jet flows in these cited studies did not 
contain coherent flow structures, it can be discerned that the peaks 
are related to boundary layer development in the stagnation region 
and not to the interaction of incident flow structures with the 
surface. Reductions in stagnation point Nusselt numbers due to 
pulsating flow conditions are also evident in Fig. 2, where Sd = 
0.0044. Reductions became greater with increasing pulse magni
tude and have been theoretically explained by a nonlinear dynam
ics model of the hydrodynamic and thermal boundary layer re
sponses to a periodic incident flow velocity (Mladin and Zumbrun-
nen, 1995). Flow pulsations were found to effectively increase 
the time-averaged thermal boundary layer thickness and lead to 
reduced heat transfer in a stagnation region. Convective heat trans
fer distributions thereby became still more uniform. However, at 
higher pulsation frequencies within the frequency range of this 
study, a more abundant succession of incident vortices was pro
duced in the pulsed jet so that nonlinear dynamical boundary layer 
effects became secondary to improved mixing (Sheriff, 1997). 
Nusselt numbers for the nozzle array were as much as ten percent 
larger as a consequence than those for the corresponding steady 
flow case. When orifices were used, a higher initial turbulence level 
was generated in the discharging jet and coherent flow structure 
development was impeded even under pulsating flow conditions. 
Measurable enhancements in Nusselt numbers were therefore not 
obtained with the orifice arrays even at the highest Strouhal number 
considered. 
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Introduction 

Many techniques have been developed in recent years to 
enhance boiling heat transfer. Bergles (1988), Thome (1990), 
and Webb (1994) have reviewed most of these enhancement 
techniques for both pool boiling and flow boiling. Abhat and 
Seban (1974) studied the effect of copper mesh around a cylin
der in water. Hasegawa et al. (1975) studied various woven 
meshes for boiling water on a plate. Asakavicius et al. (1979) 
examined surfaces with several layers of copper screen for boil
ing water, R-113 and ethanol. Typical enhancements were not 
very large, about 100 percent at low heat fluxes and much less 
at high heat fluxes. A recent experimental study on pool boiling 
by Shimada et al. (1991) showed that an interference plate (a 
plate with small holes located on a given pitch) placed with a 
small clearance over a copper heating surface traps the vapor 
bubbles stably. These holes in the interference plate facilitates 
smooth the exchange of vapor-liquid and thereby higher heat 
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rates in terms of local Nusselt numbers for the convergent 
nozzles were significantly greater than for the orifices away 
from the stagnation region. Since greater heat transfer rates 
occurred in regions adjacent to the stagnation region, local 
heat transfer distributions with the convergent nozzles were 
also more uniform. Such improved uniformity is highly de
sirable in air jet applications to mitigate hot, cold, or wet 
spots. The greater heat transfer rates were larger for Hid = 
2 in comparison to those for Hid = 6 and occurred along all 
three axes. It has been observed in steady jets that secondary 
vortices on the impingement surface resulting from incident 
coherent flow structures do not form for Hid > 6 (Fox et 
al., 1993). Evidence of incident coherent flow structures in 
the flows of this study have been documented by Sheriff 
(1997). Consequently, the larger increases for Hid = 2 and 
more uniform distribution may indicate the presence of more 
effective secondary vortices near the boundary layer. For 
Hid = 2 and 0.6 < xxIU < 1.0, local Nusselt numbers were 
between 34 percent and 38 percent larger than those for 
the orifice array. The largest difference at all separation 
distances occurred for xjli > 0.3. The spatially averaged 
heat transfer for the nozzle array was 26.2 percent higher 
than the results for the orifice array and 36 percent higher 
than given by the correlation of Martin (1977) for arrays 
of short straight tubes. It should be noted that these tubes 
were referred to as nozzles by Martin (1977), but differ 
from the convergent nozzles of this study. For Hid = 6, the 
spatially averaged heat transfer with the convergent nozzles 
was 16 percent and 48.9 percent higher than values for the 
orifice and from the short tube correlation, respectively. 

Small off-center peaks in Nusselt number are evident in Fig. 2 
on either side of the stagnation point atxi//i = x2lk = JC3//3 » 0.2. 
Locations agreed with the locations of off-center peaks observed 
experimentally in jet arrays with orifices (Huber and Viskanta, 
1994) and numerically within laminar jet arrays (Chen et al., 
1994). Since both of the jet flows in these cited studies did not 
contain coherent flow structures, it can be discerned that the peaks 
are related to boundary layer development in the stagnation region 
and not to the interaction of incident flow structures with the 
surface. Reductions in stagnation point Nusselt numbers due to 
pulsating flow conditions are also evident in Fig. 2, where Sd = 
0.0044. Reductions became greater with increasing pulse magni
tude and have been theoretically explained by a nonlinear dynam
ics model of the hydrodynamic and thermal boundary layer re
sponses to a periodic incident flow velocity (Mladin and Zumbrun-
nen, 1995). Flow pulsations were found to effectively increase 
the time-averaged thermal boundary layer thickness and lead to 
reduced heat transfer in a stagnation region. Convective heat trans
fer distributions thereby became still more uniform. However, at 
higher pulsation frequencies within the frequency range of this 
study, a more abundant succession of incident vortices was pro
duced in the pulsed jet so that nonlinear dynamical boundary layer 
effects became secondary to improved mixing (Sheriff, 1997). 
Nusselt numbers for the nozzle array were as much as ten percent 
larger as a consequence than those for the corresponding steady 
flow case. When orifices were used, a higher initial turbulence level 
was generated in the discharging jet and coherent flow structure 
development was impeded even under pulsating flow conditions. 
Measurable enhancements in Nusselt numbers were therefore not 
obtained with the orifice arrays even at the highest Strouhal number 
considered. 
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Introduction 

Many techniques have been developed in recent years to 
enhance boiling heat transfer. Bergles (1988), Thome (1990), 
and Webb (1994) have reviewed most of these enhancement 
techniques for both pool boiling and flow boiling. Abhat and 
Seban (1974) studied the effect of copper mesh around a cylin
der in water. Hasegawa et al. (1975) studied various woven 
meshes for boiling water on a plate. Asakavicius et al. (1979) 
examined surfaces with several layers of copper screen for boil
ing water, R-113 and ethanol. Typical enhancements were not 
very large, about 100 percent at low heat fluxes and much less 
at high heat fluxes. A recent experimental study on pool boiling 
by Shimada et al. (1991) showed that an interference plate (a 
plate with small holes located on a given pitch) placed with a 
small clearance over a copper heating surface traps the vapor 
bubbles stably. These holes in the interference plate facilitates 
smooth the exchange of vapor-liquid and thereby higher heat 
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Table 1 Sleeve geometries used in the present study 

Hole diameter Clearance 6, Wall thickness No. of holes 
Sleeve no. d, mm Pitch p, mm mm /, mm per m2 (N/A) 

1 1 4 0.36 2.78 8.8 x 104 

2 1 8.3 0.36 2.78 2.0 X 104 

3 1 14.3 0.36 2.78 7.0 X 103 

4 1, 2 (comb.) 4, 8 (comb.) 0.36 2.78 5.8 X 104 

2.7 X 104 

5 1 4 0.92 3.58 9.1 X 10" 
6 1 4 2.3 2.25 9.1 x 104 

7 1, 2 (comb.) 14.3, 24.8 (comb.) 0.36 2.78 4.5 X 103 

1.6 X 103 

8 2 4 0.36 2.78 8.8 X 104 

fluxes at lower wall superheats between the heating surface and 
the liquid are achieved. Shimada et al. (1991) claim that the 
performance of this arrangement was comparable and some
times even better than some of the commercially available high-
performance boiling heat transfer surfaces. In their study, a 6-
mm thick polycarbonate sheet was used as the interference plate 
with varying hole geometries (size and pitch) and clearance 
above the heated surface. The Shimada et al. (1991) study 
showed that the ' 'best'' boiling curve was obtained when com
bination holes of 1 mm and 4 mm diameter were used with 8.1 
mm and 14 mm pitch (respectively) and with 0.12 mm clear
ance. The primary advantage of using an interference plate over 
a boiling surface as a heat transfer enhancement technique over 
other enhancement techniques is the easy cleaning of the heat 
transfer surface of fouling deposits. This is particularly im
portant in certain process applications such as desalination. Sec
ondly, preparation of the enhanced surfaces does not require 
any complicated mechanical processing. 

Rao and Balakrishnan (1997) studied subcooled flow boiling 
over a horizontal heated tube (flow in the axial direction) covered 
with an interference sleeve having holes in a triangular pitch. The 
sleeves were made of aluminum. The liquid boiled was distilled 
water at atmospheric pressures. They found that the various parame
ters which influence the boiling heat transfer performance are sleeve 
geometry (hole geometry and the clearance between the heating 
cylinder and the interference sleeve), mass velocity of the boiling 
liquid and the liquid inlet subcooling. Furthermore, it was found 
that the heat transfer enhancement factor is greatly reduced with 
higher subcoolings. In the present study, experiments have been 
carried out at saturated conditions. 

The details of the experimental setup, the test section, and 
the arrangement of the sleeve on the heating cylinder have 
been presented elsewhere (Rao and Balakrishnan, 1997). In the 
experiments, the applied heat flux was varied and the tempera
tures of the heating cylinder and the liquid were measured. 
Since the vapor qualities encountered in the present study are 
small (up to a maximum value of 0.01), the results are presented 
in a format similar to those used in subcooled boiling and in 
pool boiling. Eight perforated sleeves were used to examine the 
sleeve geometries. The geometrical details of these sleeves are 
given in Table 1. 

Results and Discussion 
Figure 1(a) shows the effect of hole pitch on boiling heat 

transfer at the inlet liquid mass velocity of 577 kg/m2s. The 
hole diameter and the gap clearance are also maintained constant 
at 1 mm and 0.36 mm, respectively. At all heat flux levels the 
boiling curve for sleeve 1 gives lower wall superheats compared 
to plain tubes. In the case of sleeve 2 (with a hole pitch of 8.3 
mm), there is no enhancement in the heat flux range from 1.3 
X 104 W/m2 to 3 X 104 W/m2. Increasing the heat flux to a 
value above 1.4 X 105 W/m2 results in the wall temperature 
shooting up which leads to film formation. For sleeve 3 (with 
a hole pitch of 14.3 mm), the enhancement in heat flux is several 

times that of a plain tube. Transition to film boiling is observed 
at a heat flux of about 4.6 X 104 W/m2. As the pitch of the 
holes is increased from 8.3 mm to 14.3 mm, the film transition 
heat flux decreases from 1.4 X 105 W/m2 to 4.6 X 104 W/m2 . 
The boiling curve obtained with sleeve 4 (with combination 
holes of 1 mm and 4 mm diameter on 4 mm and 8 mm pitch 
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Fig. 1 Effect of sleeve geometry on the boiling curve (a) effect of hole 
pitch; (fa) effect of gap clearance; (c) effect of hole diameter 
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Fig. 2 Effect of liquid inlet mass velocity on the boiling curve using 
sleeve 2 and sleeve 4 geometries 

respectively) are also shown in the figure. This shape of this 
curve is typical of standard boiling curves and there is no ten
dency towards transition to film boiling. 

Figure 1(b) shows the effect of gap clearance at an inlet mass 
velocity of 577 kg/m2s. Three gap clearances 0.36, 0.92, and 2.3 
mm were used. The hole diameter and the pitch of the holes are 
the same at 1 mm and 4 mm, respectively. The results show that 
at all heat fluxes sleeve 5 (0.92 mm clearance) gave better enhance
ment compared to sleeve 1 (with 0.36 mm clearance). This is most 
likely due to the larger coalescence of the vapor bubbles. According 
to Ishibashi and Nishikawa (1969), the coalesced bubble regime 
gives rise to higher heat transfer coefficients than the isolated bubble 
regime. For sleeve 5, transition to film boiling occurred at a heat 
flux of 9 X 104 W/m2. This transition occurs because as the heat 
flux is increased, the number of holes may be insufficient to dis
charge the large amount of vapour generated and it accumulates in 
the large gap clearance causing the vapor-liquid exchange equilib
rium to be disturbed. In the case of sleeve 6 (gap clearance of 2.3 
mm) the situation is quite different. Sleeve 6 always gave larger 
wall superheats compared to the plain tube. This is due to the 
existence of a vapor layer in the large gap. Visual observations 
showed that at low heat fluxes, vapor was coming from the top part 

of the sleeve intermittently in slugs. At higher heat fluxes the vapor 
slugs are seen all around the sleeve. At a heat flux of 5.6 X 104 

W/m2, the gap clearance was completely filled with vapor. 
Figure 1(c) shows the boiling curves for three sleeves, one with 

1 mm diameter holes (sleeve 1), one with 2-mm dia. holes (sleeve 
8) and one with combination holes of 1 mm and 2 mm on 4 mm 
and 8 mm pitch, respectively (sleeve 4). It can be observed that 
the boiling curve with 2-mm diameter holes shifts towards the left 
of that obtained with a sleeve of 1-mm diameter holes until a heat 
flux value of 1.2 X 104 W/m2. This is due to lower incipient heat 
fluxes required with larger hole diameters. Film boiling and unusual 
boiling behavior (decreasing wall superheat with increase in heat 
flux) are not observed with sleeves with 2-mm diameter holes. The 
boiling behavior obtained with sleeve 4 (combination holes) is even 
superior to sleeves with 2 mm holes at heat flux levels beyond 1.2 
X 104 W/m2. 

Three inlet mass velocity 577 kg/m2s, 962 kg/m2s, and 1347 
kg/m2s were used to obtain data. Figure 2 shows the effect of 
mass velocity on the boiling curve using sleeve 2 geometry. It 
can be observed that as the mass velocity increases from 577 
kg/m2s to 1347 kg/m2s the boiling curve shifts towards the 
larger ATS values. It can be also observed that the film boiling 
occurs at a heat flux value of about 1.3 X 105 W/m2 for the 
three mass velocities considered. Similar results were noticed 
for sleeve 3 also. It can therefore be concluded that the film 
transition heat fluxes are not affected by the mass velocity at 
least for sleeve 2 and sleeve 3 geometries. This is different from 
the observations on subcooled flow boiling over interference 
sleeves (Rao and Balakrishnan; 1997) where it was seen that 
the film transition heat fluxes are delayed with increasing mass 
velocity. Figure 2 also shows the boiling curves obtained with 
sleeve 4 (combination holes geometry). The effect of mass 
velocity is similar to that obtained with sleeve 2, but the shape 
of the boiling curves are similar to standard boiling curves and 
there is no tendency towards transition to film boiling. 

Enhancement Factors. Figure 3 shows the enhancement 
factors of the eight sleeves used in the present study at different 
heat flux values where the enhancement factor "E" is defined 
as the ratio of the excess temperature of the plain tube to that 
of a sleeve at a given heat flux and mass velocity. The figure 
shows that sleeve 3 has enhancement factors ranging from 8 to 
as high as 13. But it has the disadvantage of film formation at 
a heat flux of 4.6 X 104 W/m2. The enhancement factors seen 
with sleeves 5 and 6 are not more than 3. In addition, there is 
the disadvantage of film formation. Film formation was not 
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encountered with sleeves 1 and 4. Sleeve 4 has enhancement 
factors ranging from 1.5 to 2.2 and these values are almost 
constant with heat flux. Sleeve 2 shows a maximum enhance
ment factor of 2.2 just before film boiling occurs. Sleeve 8 gives 
a maximum enhancement factor of 1.6 without film formation. 
All the data in Fig. 3 are at a mass velocity of 962 kg/m2s. At 
these flow rates, the maximum enhancement factors encoun
tered under subcooled conditions were about two (Rao and 
Balakrishnan, 1997). In fact, at higher subcoolings (around 20 
K) , the enhancement factors were less than one indicating 
poorer performance than with plain tubes. 

Conclusions 

The perforated interference sleeve, as a boiling heat transfer 
enhancement technique, gives larger enhancement factors at satu
rated flow conditions compared to subcooled flow conditions. High 
enhancement factors were encountered with large hole pitch 
sleeves but with the disadvantage of an early transition to film 
boiling conditions. This transition heat flux is not influenced by 
the liquid mass velocity. Sleeves with large gap clearance of 2.3 
mm gave poor performance at 577 kg/m2s mass velocities; i.e., 
at all heat flux levels they gave high ATS values. The "best" 
boiling curve with high enhancement factors and with high film 
transition heat fluxes at low heat flux levels, was obtained with 

the sleeves with 2 mm holes. The best boiling curve at higher heat 
fluxes was obtained using sleeves with 1 mm, 2 mm combination 
holes on 4 mm, 8 mm pitch, respectively. 
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A New Method for Tracking 
Radiative Paths in Monte Carlo 
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o = obstruction 
R = reflected 
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Nomenclature 
c — elements of matrix C 
C = matrix of cumulative density functions 

Fy = exchange factor from surface i to surface j 
n = number of surfaces 
N = number of energy bundles tracked 

Pij = transition probability from surface i to surface j 
Put = transition probability from surface i to surface k via 

a single reflection from surface j 
P = matrix of transition probabilities 
R - uniformly generated (pseudo) random number (0 

< J i s l ) 
s = specularity parameter (Eq. (5)) 

Za/2 = percentage point of the Standard Normal 
Distribution 

e = emissivity 
9 = polar angle, rad 

Subscripts 

e = enclosure 
i,j,k = surface indices 
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Introduction 
The Monte Carlo (MC) approach is a powerful means of 

solving radiative heat transfer problems involving realistic ge
ometries and properties. As described elsewhere (e.g., Siegel 
and Howell, 1972; Modest, 1993), radiation exchange factors, 
F,j, between surfaces in an enclosure are calculated by ray-
tracing (or tracking) the paths of a large number of "energy 
bundles" according to probability functions that describe emis
sion, reflection, and absorption. Unfortunately, the time penalty 
associated with computing ray-surface intersections is high, and 
this inhibits high-accuracy solutions. This article presents a new 
method for tracking the reflected paths of energy bundles, which 
is much faster than traditional ray-tracing approaches (Shaugh-

Fig. 1 Two-dimensional enclosure with central obstruction. The faces 
a,b,c, and d, and the dimensionless wall location around the enclosure 
perimeter are indicated. 
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encountered with sleeves 1 and 4. Sleeve 4 has enhancement 
factors ranging from 1.5 to 2.2 and these values are almost 
constant with heat flux. Sleeve 2 shows a maximum enhance
ment factor of 2.2 just before film boiling occurs. Sleeve 8 gives 
a maximum enhancement factor of 1.6 without film formation. 
All the data in Fig. 3 are at a mass velocity of 962 kg/m2s. At 
these flow rates, the maximum enhancement factors encoun
tered under subcooled conditions were about two (Rao and 
Balakrishnan, 1997). In fact, at higher subcoolings (around 20 
K) , the enhancement factors were less than one indicating 
poorer performance than with plain tubes. 

Conclusions 

The perforated interference sleeve, as a boiling heat transfer 
enhancement technique, gives larger enhancement factors at satu
rated flow conditions compared to subcooled flow conditions. High 
enhancement factors were encountered with large hole pitch 
sleeves but with the disadvantage of an early transition to film 
boiling conditions. This transition heat flux is not influenced by 
the liquid mass velocity. Sleeves with large gap clearance of 2.3 
mm gave poor performance at 577 kg/m2s mass velocities; i.e., 
at all heat flux levels they gave high ATS values. The "best" 
boiling curve with high enhancement factors and with high film 
transition heat fluxes at low heat flux levels, was obtained with 

the sleeves with 2 mm holes. The best boiling curve at higher heat 
fluxes was obtained using sleeves with 1 mm, 2 mm combination 
holes on 4 mm, 8 mm pitch, respectively. 
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A New Method for Tracking 
Radiative Paths in Monte Carlo 
Simulations 

/ = incident 
o = obstruction 
R = reflected 
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Nomenclature 
c — elements of matrix C 
C = matrix of cumulative density functions 

Fy = exchange factor from surface i to surface j 
n = number of surfaces 
N = number of energy bundles tracked 

Pij = transition probability from surface i to surface j 
Put = transition probability from surface i to surface k via 

a single reflection from surface j 
P = matrix of transition probabilities 
R - uniformly generated (pseudo) random number (0 

< J i s l ) 
s = specularity parameter (Eq. (5)) 

Za/2 = percentage point of the Standard Normal 
Distribution 

e = emissivity 
9 = polar angle, rad 

Subscripts 

e = enclosure 
i,j,k = surface indices 
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Introduction 
The Monte Carlo (MC) approach is a powerful means of 

solving radiative heat transfer problems involving realistic ge
ometries and properties. As described elsewhere (e.g., Siegel 
and Howell, 1972; Modest, 1993), radiation exchange factors, 
F,j, between surfaces in an enclosure are calculated by ray-
tracing (or tracking) the paths of a large number of "energy 
bundles" according to probability functions that describe emis
sion, reflection, and absorption. Unfortunately, the time penalty 
associated with computing ray-surface intersections is high, and 
this inhibits high-accuracy solutions. This article presents a new 
method for tracking the reflected paths of energy bundles, which 
is much faster than traditional ray-tracing approaches (Shaugh-

Fig. 1 Two-dimensional enclosure with central obstruction. The faces 
a,b,c, and d, and the dimensionless wall location around the enclosure 
perimeter are indicated. 
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Fig. 2 Exchange factor distribution between face " a " and all enclosure surfaces in a diffusely reflecting 
enclosure by M C (solid lines) and DFMC (dotted lines) 

nessy, 1996). It is referred to here as "Discrete Function Monte 
Carlo" (DFMC). 

Formulation 

In the proposed approach, the directional emission and re
flection functions (for a system of n surfaces) are described in 
terms of discrete transition probabilities, ptj. For each surface 
i, the set of transition probabilities (for 1 « = / ' < « ) defines a 
probability density function (PDF). This PDF therefore charac
terizes the direction of each energy bundle, emitted or reflected 
from surface i, in terms of the surfaces that it may directly 
intercept. By randomly sampling the PDFs for each intercepted 
surface (in sequence), a representative path for each energy 
bundle (from emission to absorption) can be determined. Ex
change factors can then be calculated by repeating this process. 

The transition probabilities for directional emission and re
flection between each of the n surfaces are given in terms of 
the n X n matrix P: 

Pn\ '" Pnn 

where X Pu = 1 > for e a c n ' • (1) 

For the case of diffuse emission or reflection each transition 
probability is identical to the view factor. 

Bi-directional (including specular) reflections have a magni
tude that is dependent on the incident and reflected directions 
of radiation. To accurately calculate bi-directional reflections 
the exact path of radiation from emission to absorption must 
therefore be traced. In this investigation the "n -bounce" ap
proximation of Bevans and Edwards (1965) was employed to 

Table 1 Relative performance of the DFMC solutions for 
the diffuse enclosures 

Emissivity, e Relative Emissivity, e Relative 
fe = <=„) Performance fc = Co) Performance 

0.05 6.6 0.6 3.0 
0.1 4.4 0.7 3.5 
0.2 3.1 0.8 4.5 
0.3 2.7 0.9 6.9 
0.4 2.6 0.95 10.4 
0.5 2.7 

calculate three-point transition probabilities, pm. To calculate 
reflection from each bi-directional surface j , a PDF must be 
derived corresponding to each "previous" surface i. As the 
accuracy of this approximation of piJk depends upon the direc
tional distribution of the radiation leaving surface i, it can be 
improved by increasing the number of radiation bounces before 
surface i is intercepted. 

To sample destination locations from the PDFs, cumulative 
density functions (CDFs) must be derived from the transition 
probabilities. For Eq. (1) the CDF is 

Cik I p « (1 < & < n). (2) 

Because it is a cumulative expression of probabilities, the CDF 
is nondecreasing and has a value of unity when k = n. In matrix 
form the CDF is 

C = 
Cl.l 

Cn,l 

(3) 

Matrix C is sampled to yield the index number of the destination 
surface by means of a uniformly generated random number R. 
For radiation leaving surface /, the destination j is such that 
Cij-l < R S CiJ. 

Example Simulations 
To demonstrate the performance and accuracy of the new 

approach, results are presented for a square two-dimensional 
enclosure with a concentric obstruction (Fig. 1). The enclosure 
was divided into equally sized surfaces (ne = 40), while each 
face of the obstruction was considered as a single surface (n„ 
= 4). Emission from the enclosure and the obstruction was 
considered diffuse; and diffuse, specular, and bi-directional re
flections were studied (exchange factors for the diffuse enclo
sure may be more efficiently calculated directly from the transi
tion probabilities; however, the diffuse case was included to 
demonstrate the capability of the method to model directional 
reflection characteristics). 

A MC ray-tracing model was written to provide reference 
solutions. The ray-tracing kernel from this model was imple
mented in the DFMC model to evaluate transition probabilities. 
These models were considered to have comparable computa-
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Fig. 3 Exchange factor distribution between face "a" and all enclosure surfaces in a specularly reflecting 
enclosure by MC (solid lines) and DFMC (dotted lines) 

tional efficiencies, but, as computation times are dependent 
upon hardware and software implementation, only relative tim
ings are presented here. In each considered case, exchange fac
tors between each of the surfaces of the enclosure were calcu
lated. The "relative-performance" of the DFMC approach was 
defined as the ratio of computation time for a MC simulation 
to that for a DFMC simulation (which involves calculating the 
transition probabilities and tracking the energy bundles). 

The uncertainties in the exchange factors were calculated 
from (Weiner et al., 1965; Maltby and Burns, 1991) 

AR, 
VF,(1-F,) 

Za/2 I 

V(M - 1) 
(4) 

where there is a 99 percent confidence that the true value of Fj, 

is within ±AF,y of F0 when za/2 = 2.58. Equation (4) was 
implemented in the models as an algorithm to increment N until 
the average uncertainty in the exchange factors had converged 
to within ±5 percent. 

Diffuse Reflections. Emissivities within the range 0.05 =s 
e s 0.95 were examined (ee = e0). The differences in the DFMC 
and MC predictions for individual exchange factors were well 
within the expected uncertainty of ±5 percent. The strong agree
ment between the two approaches is illustrated in Fig. 2. 

The DFMC method was between 2.6 and 10.4 times faster 
than MC for the enclosures investigated (Table 1). The greatest 
improvements in computational speed are attained when the 
number of rays to track is high. That is, when either the reflecti
vity is high or when many energy bundles must be projected 
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Fig. 4 Exchange factor distribution between face "a" and all enclosure surfaces in a bi-directionally re
flecting enclosure by MC (solid lines) and DFMC (dotted lines) 
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to ensure convergence of small exchange factors (which applies 
for the high-emissivity enclosures studied here). 

Specular and Bi-directional Reflections. These were ex
amined for ee = 0.1 and ee = 0.5, with e0 = 0.9. A one-bounce 
approximation was used to calculate the transition probabilities. 
An analytic bi-directional reflection function presented by Bill
ings et al. (1991) was employed: 

(s2 + I) cos (0R)e-'*W 
H " R> 2s cos (0,) + e-«*'2+»P + e-c*«-«P 

-TT /2 a 9 2= TT/2. (5) 

The parameter s controls the specularity of the reflected radia
tion. Setting s = 0 results in diffuse reflection, but as s -> 
oo reflection becomes increasingly specular. Simulations were 
performed with 5 = 4, which yields a "directional-diffuse" 
reflection characteristic. 

To calculate exchange factors (in MC) and transition proba
bilities (in DFMC) directions need to be sampled from the CDF 
of Eq. (5) . The CDF must be inverted and stored as a lookup 
table of reflected directions corresponding to possible incident 
directions and random number values (Maltby and Burns, 1991; 
Modest, 1993). Cubic spline interpolation (Press et al., 1992) 
was employed to tabulate reflected directions in degree intervals 
of incident direction and percent intervals in random number 
values. Actual angles of reflection were obtained by linear inter
polation from the lookup table. 

For specular reflection DFMC was approximately eight times 
faster than MC, while for bi-directional reflection this increase 
was sixfold when ee = 0.1 and about threefold when ee = 0.5. 
Again, there is strong agreement between the two approaches 
(Figs. 3 and 4) . For specular reflection, there is a slight differ
ence in the exchange factors calculated by each method to faces 
" a " and " c " (Fig. 3) . The accuracy of these results could be 
improved by increasing the number of bounces of radiation 
when calculating the transition probabilities or by optimising 
the surface sizes. 

Conclusion 
A numerical approach has been presented that offers faster 

calculation of exchange factors in nonblack enclosures. For the 
studied cases, predictions from the DFMC and MC methods are 
in close agreement, and computational speeds were improved by 
factors of between 2.6 and 10.4 by using the DFMC method. 
The DFMC model is easy to implement, and transition probabil
ities can be determined by existing computer codes. Further
more, because the transition probabilities represent directional 
exchange between surfaces they can be reused. This provides 
a significant advantage if the surface absorptivities, or the direc
tional properties of only a few surfaces, are altered for the 
purpose of analysis. 

Work is continuing with the development of the method in 
three areas. First, to provide a broader understanding of its 
performance characteristics (particularly when applied to realis
tic three-dimensional geometries). Secondly, to investigate 
means for optimizing the calculation of specular and bi-direc
tional reflections. And thirdly, because the present approach is 
memory intensive (particularly for calculations including bi
directional reflections), to develop improved algorithms for 
managing the CDF matrices (e.g., sparse matrix routines, data 
compression, and function approximation). 
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Perforated Baffles 
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Introduction 
Primarily there are three popular techniques to enhance heat 

transfer coefficient in channels: (i) boundary layer disturbance 
that is created by periodically placed ribs on the heat transfer 
surface; (ii) impingement cooling that uses high velocity jets 
to cool the surface of interest; and (iii) internal flow swirls 
or tape twisters that create a significant amount of bulk flow 
disturbance. Inclined solid baffles may be considered as a com
bination of ribs and channel inserts. Baffles are big enough to 
disturb the core flow, but like ribs, they are mounted on or 
near the heat transfer surface and can be spatially periodic. 
Perforations in inclined baffles create multiple jet impingement 
condition, and thus create a situation where all three major heat 
transfer coefficient enhancement techniques work in unison. In 
the past, experimental results were published with baffle plates 
perpendicular to the flow direction. Habib et al. (1994) have 
investigated heat transfer and flow over perpendicular baffles 
of various heights. Unlike previous publications, in our present 
study, we investigate heat transfer enhancement using an in
clined baffle. The baffle plate is oriented in both stream aligned 
and stream opposed directions. In addition, jet impingement is 
added by using multiple jet hole arrays. Since the baffle is 
inclined, the jets can be directed toward the heat transfer surface. 
Characteristic friction factors and average Nusselt numbers with 
these inclined baffles are discussed in Dutta et al. (1997). 

Experimental Facility 

A suction mode blower is used to draw air through a rectangu
lar cross-sectioned wind tunnel. The cross section of the smooth 
wind tunnel is 24.92 cm X 4.92 cm (channel height, H = 
4.92 cm). Air enters the tunnel through a contraction and flow 
straighteners, and then the flow develops through a 31 //-long 
unheated entrance. The exit is at a 22.2 H distance downstream 
of the heated test section. The heated test section is 19.2 H 
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to ensure convergence of small exchange factors (which applies 
for the high-emissivity enclosures studied here). 

Specular and Bi-directional Reflections. These were ex
amined for ee = 0.1 and ee = 0.5, with e0 = 0.9. A one-bounce 
approximation was used to calculate the transition probabilities. 
An analytic bi-directional reflection function presented by Bill
ings et al. (1991) was employed: 

(s2 + I) cos (0R)e-'*W 
H " R> 2s cos (0,) + e-«*'2+»P + e-c*«-«P 

-TT /2 a 9 2= TT/2. (5) 

The parameter s controls the specularity of the reflected radia
tion. Setting s = 0 results in diffuse reflection, but as s -> 
oo reflection becomes increasingly specular. Simulations were 
performed with 5 = 4, which yields a "directional-diffuse" 
reflection characteristic. 

To calculate exchange factors (in MC) and transition proba
bilities (in DFMC) directions need to be sampled from the CDF 
of Eq. (5) . The CDF must be inverted and stored as a lookup 
table of reflected directions corresponding to possible incident 
directions and random number values (Maltby and Burns, 1991; 
Modest, 1993). Cubic spline interpolation (Press et al., 1992) 
was employed to tabulate reflected directions in degree intervals 
of incident direction and percent intervals in random number 
values. Actual angles of reflection were obtained by linear inter
polation from the lookup table. 

For specular reflection DFMC was approximately eight times 
faster than MC, while for bi-directional reflection this increase 
was sixfold when ee = 0.1 and about threefold when ee = 0.5. 
Again, there is strong agreement between the two approaches 
(Figs. 3 and 4) . For specular reflection, there is a slight differ
ence in the exchange factors calculated by each method to faces 
" a " and " c " (Fig. 3) . The accuracy of these results could be 
improved by increasing the number of bounces of radiation 
when calculating the transition probabilities or by optimising 
the surface sizes. 

Conclusion 
A numerical approach has been presented that offers faster 

calculation of exchange factors in nonblack enclosures. For the 
studied cases, predictions from the DFMC and MC methods are 
in close agreement, and computational speeds were improved by 
factors of between 2.6 and 10.4 by using the DFMC method. 
The DFMC model is easy to implement, and transition probabil
ities can be determined by existing computer codes. Further
more, because the transition probabilities represent directional 
exchange between surfaces they can be reused. This provides 
a significant advantage if the surface absorptivities, or the direc
tional properties of only a few surfaces, are altered for the 
purpose of analysis. 

Work is continuing with the development of the method in 
three areas. First, to provide a broader understanding of its 
performance characteristics (particularly when applied to realis
tic three-dimensional geometries). Secondly, to investigate 
means for optimizing the calculation of specular and bi-direc
tional reflections. And thirdly, because the present approach is 
memory intensive (particularly for calculations including bi
directional reflections), to develop improved algorithms for 
managing the CDF matrices (e.g., sparse matrix routines, data 
compression, and function approximation). 
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Introduction 
Primarily there are three popular techniques to enhance heat 

transfer coefficient in channels: (i) boundary layer disturbance 
that is created by periodically placed ribs on the heat transfer 
surface; (ii) impingement cooling that uses high velocity jets 
to cool the surface of interest; and (iii) internal flow swirls 
or tape twisters that create a significant amount of bulk flow 
disturbance. Inclined solid baffles may be considered as a com
bination of ribs and channel inserts. Baffles are big enough to 
disturb the core flow, but like ribs, they are mounted on or 
near the heat transfer surface and can be spatially periodic. 
Perforations in inclined baffles create multiple jet impingement 
condition, and thus create a situation where all three major heat 
transfer coefficient enhancement techniques work in unison. In 
the past, experimental results were published with baffle plates 
perpendicular to the flow direction. Habib et al. (1994) have 
investigated heat transfer and flow over perpendicular baffles 
of various heights. Unlike previous publications, in our present 
study, we investigate heat transfer enhancement using an in
clined baffle. The baffle plate is oriented in both stream aligned 
and stream opposed directions. In addition, jet impingement is 
added by using multiple jet hole arrays. Since the baffle is 
inclined, the jets can be directed toward the heat transfer surface. 
Characteristic friction factors and average Nusselt numbers with 
these inclined baffles are discussed in Dutta et al. (1997). 

Experimental Facility 

A suction mode blower is used to draw air through a rectangu
lar cross-sectioned wind tunnel. The cross section of the smooth 
wind tunnel is 24.92 cm X 4.92 cm (channel height, H = 
4.92 cm). Air enters the tunnel through a contraction and flow 
straighteners, and then the flow develops through a 31 //-long 
unheated entrance. The exit is at a 22.2 H distance downstream 
of the heated test section. The heated test section is 19.2 H 
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Equispaced holes in the perforated baffle plate 

Position 'a' Position 'b1 

Position 'c' Position 'd' 

Fig. 1 Perforated baffle plate and four different inclined baffle positions 

long, and the top surface is heated and instrumented. Other three 
sides are unheated and insulated. Stainless steel foil heaters 
are aligned perpendicular to the flow direction, similar to the 
configuration used by Han (1988). The thermocouples are laid 
along the centerline of the channel, and each strip is equipped 
with one thermocouple. Seven-mm diameter turbulators are lo
cated at 1.55 H upstream and 2.3 H downstream of the test 
section. 

The solid and perforated baffle plates used are 28.9 cm long, 
5 mm thick, and span the entire channel (24.92 cm). Leading 
edges of the baffle plates are kept sharp to reduce the flow 
disturbance by the protruding edge. Perforations hole diameters 
are D = 1.07 cm and center to center hole spacing is 3.56 D. 
Four different baffle plate positions with respect to the top 
heated surface are used. The baffle plate and its various posi
tions are shown in Fig. 1. The heating starts at 6H upstream of 
the leading edge of the inclined baffle. The angle of inclination 

T 1 1 I 
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Fig. 3 Local Nusselt number ratio distribution along the channel center-
line for perforated and solid baffles at position "6" 

is 5 deg. When the baffle is mounted near the top heated surface, 
a gap of 3 mm between the heater surface and the baffle is 
maintained to avoid flow stagnation where the baffle plate con
tacts the channel wall. The solid baffle creates a blockage ratio 
of 65 percent and perforated baffles create a lower blockage 
due to the holes in the baffle. 

The local centerline heat transfer coefficient, h, is calculated 
from heat flux, and wall and bulk fluid temperatures. The heat 
flux, q", is the supplied electrical power divided by the total 
heater surface area. The heat loss is estimated from a separate 
heat loss experiment done on the test facility without airflow. 
A characteristic heat loss curve is developed for each thermo
couple location. It is found that the maximum local heat flux 
loss, g!'oss, is less than six percent of the total supplied local 
heat flux, q". The centerline wall temperatures are measured 
directly by thermocouples; and the bulk temperature is calcu
lated by control volume energy balance technique (heat carried 
by the air stream). The channel centerline Nusselt number is 
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calculated from the heat transfer coefficient and the channel 
height as: Nu = hHIKAv. The Nusselt numbers are normalized 
to minimize the Reynolds number effect by Nu„, Nusselt num
ber for fully developed pipe flow at the same Reynolds number, 
Re. The Nu„ is a function of Re and Prandtl number, Pr, and 
given by Dittus-Boelter Equation as Nu„ = 0.023 Re0 8 Pr04 

(Incropera and DeWitt, 1990). Maximum uncertainty estimate 
on the flow Reynolds number, based on channel centerline ve
locity and channel height, is ±2 percent and maximum uncer
tainty in Nusselt number, Nu, is ±3 percent. 

Results and Discussion 

Figures 2 to 5 show the Nusselt number ratios, Nu/Nu0, for 
different baffle plate orientations. Four different positions of 
the baffle plate are considered, as shown in the figures (also 
see Fig. 1). Both solid and perforated plate results are plotted 
in the same graph. The Nusselt number ratio presented signifies 
the amount of improvement in the heat transfer coefficient ob
tained by the flow disturbance promoters. While verifying the 
test facility and instrumentation, a smooth channel Nusselt num
ber ratio profile showed that the developed channel centerline 
Nusselt number ratio was within 1.1 and 1.2 at locations down
stream of x/H = 5 at Re = 30,000. Figure 2 shows the Nusselt 
number distribution along the centerline of the channel for ori
entation " a . " Initially high values of the Nusselt number ratio 
are due to the start of the thermal boundary layer. The Nusselt 
number ratio gradually decreases to nearly fully developed 
value before being affected by the baffle plate. The heat transfer 
coefficient enhancement starts immediately upstream of the baf
fle plate location. Results with the solid plate are higher than 
the perforated plate for the given configuration. The solid plate 
creates a flow blockage and increases the local flow velocity at 
the start of the baffle plate. The Nusselt number ratio peaks 
downstream of the maximum flow blockage. It can be argued 
that the flow separates in the diverging channel, and therefore, 
the heat transfer coefficient increases. The diverging portion of 
the channel indicates an increased heat transfer coefficient. The 
perforated plate allows some fluid to pass through the plate and 
increases mixing in the core flow. The maximum Nusselt num
ber location shifts downstream with the addition of perforation 
and the magnitude of the Nusselt number ratio is also low in 
most locations with the perforated baffle plate compared to that 
with the solid baffle. 

Figure 3 shows results for configuration "b" of the baffle 
plate. Unlike other three configurations, perforations improve 
the heat transfer coefficient in this baffle orientation. In the 
perforated plate, flow through holes act as impingement jets 
and heat transfer coefficient is significantly improved. Interest
ingly, the heat transfer downstream of the baffle plate is higher 
for the solid plate. The higher heat transfer coefficients at the 
end of the test section may be due to flow reattachment down
stream of the baffle plate. 

Figure 4 shows that the blockage created by the baffle in 
orientation " c " is not favorable for heat transfer enhancement. 
The flow leaks through the gap between the baffle plate and the 
heat transfer surface and there is a local peak near the end of 
the baffle plate. Perforated plate performs worse than the solid 
plate at the plate bounded region. Figure 5 shows configuration 
"a!" of the baffle plate. The flow accelerates due to the channel 
constriction created by the inclined baffle. However, the Nusselt 
number ratio is higher in all downstream locations of the in
clined baffle. Heat transfer coefficient enhancement at the down
stream locations may be coupled to the wake shed by the baffle. 
The perforated plate performs poorly compared to the solid 
plate in heat transfer augmentation. Since the perforated holes 
allow the flow to leak through the blockage, wakes shed by 
perforated baffle plate are weaker than wakes generated by the 
solid baffle. 
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Second-Law Analysis on Wavy Plate 
Fin-and-Tube Heat Exchangers 

W. W. Lin1 and D. J. Lee1'2 

Second-law analysis on the herringbone wavy plate fin-and-
tube heat exchanger was conducted on the basis of correlations 
of Nusselt number and friction factor proposed by Kim et al. 
(1997), from which the entropy generation rate was evaluated. 
Optimum Reynolds number and minimum entropy generation 
rate were found over different operating conditions. At a fixed 
heat duty, the in-line layout with a large tube spacing along 
streamwise direction was recommended. Furthermore, within 
the valid range of Kim et al. 's correlation, effects of the fin 
spacing and the tube spacing along spanwise direction on the 
second-law performance are insignificant. 
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calculated from the heat transfer coefficient and the channel 
height as: Nu = hHIKAv. The Nusselt numbers are normalized 
to minimize the Reynolds number effect by Nu„, Nusselt num
ber for fully developed pipe flow at the same Reynolds number, 
Re. The Nu„ is a function of Re and Prandtl number, Pr, and 
given by Dittus-Boelter Equation as Nu„ = 0.023 Re0 8 Pr04 

(Incropera and DeWitt, 1990). Maximum uncertainty estimate 
on the flow Reynolds number, based on channel centerline ve
locity and channel height, is ±2 percent and maximum uncer
tainty in Nusselt number, Nu, is ±3 percent. 

Results and Discussion 

Figures 2 to 5 show the Nusselt number ratios, Nu/Nu0, for 
different baffle plate orientations. Four different positions of 
the baffle plate are considered, as shown in the figures (also 
see Fig. 1). Both solid and perforated plate results are plotted 
in the same graph. The Nusselt number ratio presented signifies 
the amount of improvement in the heat transfer coefficient ob
tained by the flow disturbance promoters. While verifying the 
test facility and instrumentation, a smooth channel Nusselt num
ber ratio profile showed that the developed channel centerline 
Nusselt number ratio was within 1.1 and 1.2 at locations down
stream of x/H = 5 at Re = 30,000. Figure 2 shows the Nusselt 
number distribution along the centerline of the channel for ori
entation " a . " Initially high values of the Nusselt number ratio 
are due to the start of the thermal boundary layer. The Nusselt 
number ratio gradually decreases to nearly fully developed 
value before being affected by the baffle plate. The heat transfer 
coefficient enhancement starts immediately upstream of the baf
fle plate location. Results with the solid plate are higher than 
the perforated plate for the given configuration. The solid plate 
creates a flow blockage and increases the local flow velocity at 
the start of the baffle plate. The Nusselt number ratio peaks 
downstream of the maximum flow blockage. It can be argued 
that the flow separates in the diverging channel, and therefore, 
the heat transfer coefficient increases. The diverging portion of 
the channel indicates an increased heat transfer coefficient. The 
perforated plate allows some fluid to pass through the plate and 
increases mixing in the core flow. The maximum Nusselt num
ber location shifts downstream with the addition of perforation 
and the magnitude of the Nusselt number ratio is also low in 
most locations with the perforated baffle plate compared to that 
with the solid baffle. 

Figure 3 shows results for configuration "b" of the baffle 
plate. Unlike other three configurations, perforations improve 
the heat transfer coefficient in this baffle orientation. In the 
perforated plate, flow through holes act as impingement jets 
and heat transfer coefficient is significantly improved. Interest
ingly, the heat transfer downstream of the baffle plate is higher 
for the solid plate. The higher heat transfer coefficients at the 
end of the test section may be due to flow reattachment down
stream of the baffle plate. 

Figure 4 shows that the blockage created by the baffle in 
orientation " c " is not favorable for heat transfer enhancement. 
The flow leaks through the gap between the baffle plate and the 
heat transfer surface and there is a local peak near the end of 
the baffle plate. Perforated plate performs worse than the solid 
plate at the plate bounded region. Figure 5 shows configuration 
"a!" of the baffle plate. The flow accelerates due to the channel 
constriction created by the inclined baffle. However, the Nusselt 
number ratio is higher in all downstream locations of the in
clined baffle. Heat transfer coefficient enhancement at the down
stream locations may be coupled to the wake shed by the baffle. 
The perforated plate performs poorly compared to the solid 
plate in heat transfer augmentation. Since the perforated holes 
allow the flow to leak through the blockage, wakes shed by 
perforated baffle plate are weaker than wakes generated by the 
solid baffle. 
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Second-Law Analysis on Wavy Plate 
Fin-and-Tube Heat Exchangers 

W. W. Lin1 and D. J. Lee1'2 

Second-law analysis on the herringbone wavy plate fin-and-
tube heat exchanger was conducted on the basis of correlations 
of Nusselt number and friction factor proposed by Kim et al. 
(1997), from which the entropy generation rate was evaluated. 
Optimum Reynolds number and minimum entropy generation 
rate were found over different operating conditions. At a fixed 
heat duty, the in-line layout with a large tube spacing along 
streamwise direction was recommended. Furthermore, within 
the valid range of Kim et al. 's correlation, effects of the fin 
spacing and the tube spacing along spanwise direction on the 
second-law performance are insignificant. 
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Nomenclature 
A = 

Ac = 
B = 
D = 

Dhv = 
/ = 

Gz = 

h = 
k = 

m = 
N = 
N, = 

NS,F = 
N,j, = 

N • = 

Nu = 
Pa = 

P« = 
Pr = 

P, = 
AP = 

q = 
ReD = 

ReD,opI = 

5 = 
^gen 

T = 
AT = 

t = 

^max 

x, = 

p 
P 

overall surface area (fins and tubes), m2 

minimum area of flow path, m2 

dimensionless group defined in Eq. (10b) 
tube outer diameter, m 
volumetric hydraulic diameter, m 
fanning friction factor 
Graetz number 
average heat transfer coefficient, W/m2 K 
thermal conductivity of liquid, W/m K 
mass flow rate defined in Eq. (2) , kg/s 
number of rows of tubes 
entropy generation number defined in Eq. (7) 
fluid flow irreversibility defined in Eq. (9) 
heat transfer irreversibility defined in Eq. (8) 
minimum entropy generation number 
Nusselt number 
fin pattern depth, peak-to-valley excluding fin 
thickness, m 
tube spacing in streamwise direction, m 
Prandtl number 
tube spacing in spanwise direction, m 
pressure drop, Pa 
heat flow rate, W 
Reynolds number 
optimum Reynolds number 
space between adjacent fins, m 
entropy generation rate, W/K 
temperature, K 
temperature difference, K 
fin thickness, m 
maximum velocity base on Ac, m/s 
projected fin pattern length for one-half wave 
length, m 
density of fluid, kg/m3 

geometric parameter 
viscosity of fluid, kg/m s 

u„T 

D/2 

(a) 

»»r 

(b) 

Fig. 1 Basic elements considered for wavy fin geometry; (a) in-line lay
out, (/>) staggered layout 

Introduction 

Second-law analysis has influenced the design methodology 
of various heat and mass transfer systems (Bejan, 1996). The 
major concern for the second-law analysis is the entropy genera
tion rate (or system irreversibility), while to minimize the total 
process entropy production is equivalent to maximize system 
available work. Lin and Lee (1997) conducted the second-
law analysis on pin-fin arrays performance under a forced flow 
condition. They found that an optimal Reynolds number exists 
over a wide operating condition. On the basis of entropy genera
tion rate minimization, comparisons between the staggered and 
the in-line pin-fin alignments were made, from which the opti
mal operational/design conditions were evaluated. 

The fin-and-tube heat exchanger is commonly used in indus
try. Previous experimental works on the heat transfer and pres
sure drop characteristics of the herringbone wavy plate fin ge
ometry was recently reviewed by Kim et al. (1997), in which 
an up-to-date correlation was derived for future usage. We con
sidered in this Note the second-law analysis on the performance 
of the herringbone wavy plate fin-and-tube heat exchanger on 
the basis of Kim's correlation. Within the valid range of their 
correlation, optimum Reynolds number and the corresponding 
minimum entropy generation rate were evaluated at different 
fin /tube geometry. 

Assuming AT IT < 1 and a negative pressure gradient, the 
entropy generation rate for fluid flowing across the element has 
been stated as (Bejan, 1996) 

c — 
'-'gen 

qAT m\AP\ 

T2 pT 
(1) 

where AT is the average temperature difference between solid 
surface and bulk fluid; | AP | is the pressure difference across 
the element, 

m = umm[(P, - D)S]p, (2) 

in which wraax is the maximum average fluid velocity occurring 
at the minimum cross-section area available for fluid flow (Ac); 
and q, the total heat exchange rate through heat transfer area 
(A), where 

q = hAAT, (3) 

and h is the average heat transfer coefficient of the element. 
AP in Eq. (1) can be described by defining the friction factor 

as follows: 

Analysis 

Figures 1(a) and 1(b) depict schematically the alignment 
of the fin-and-tube heat exchanger. A fluid (pure substance) of 
velocity uQ and temperature IT is flowing across the fin assembly. 

AP'f[z 
where the ratio AIAC is 

Gz^ 

2p 
(4) 
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A, 

2(1 ™7, + IT 

(5) 

and Gz is the Graetz number defined as (Kim et al , 1997) 

ReD 

Gz 

Pr 
(P,/P,)(P,/D) 

M£KI 
(6) 

0) 

Pr in Eq. (6) is the fluid's Prandtl number, Dlm is the volumetric 
hydraulic diameter and parameter j5 is the fraction of the channel 
volume occupied by the tube (defined in Kim et al , 1997). 
Substituting Eqs. (2) - (6) into Eq. (1) yields the dimensionless 
entropy generation number 

Ns 

kDT2 

NsM + Nsj (7) 

^ 

Ns — 0.0100 

^ 

in-line layout 
Ns — 

0.0010 

^ 

N,.H 

R eD,opt 
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/,,, 
,\ 
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N,.F 

„ ^-' '3020 
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Re„ 

Fig. 2 N„ NsF, and N,H versus Reynolds number. B = 1 x 10 12, Pr 
0.705, W = 4, P,IP, = 1,' P,ID = 2, S/D = 0.32, Pd/X, = 1/4.083, Pd/S •• 
0.5. 

where NsJi is the entropy generation rate owing to heat transfer 
irreversibility, 

AU 
(DJD) 

Nu 
2(1 - / 9 ) 

D 

and Ws f is due to the fluid flow irreversibility, 

N,s = -BfRRDGz*l- - - 1 

(8) 

(9) 

Some undefined dimensionless groups appearing in Eqs. 
( 8 ) - ( 9 ) are as follows: 

ReD = pu„ x£> 
B = 

D2likT 

pV ' 
Nu hD„ ( lOa-c) 

Correlations for the Nusselt number (Nu) and friction factor 
( / ) were available in Kim et al. (1997) and were not listed 
here for brevity's sake. (Note: In Kim et al.'s paper, for stag
gered and in-line configurations, the equations corresponding 
to correlations for the Nusselt number were Eqs. (13) — (14) 
and ( 2 1 ) - ( 2 2 ) , and for the friction factor, Eq. (20) and Eq. 
(23), respectively.) 

The entropy generation number, Ns, is thereby a function of 
operational parameters (ReD, B), fluid property (Pr), and fin-
and-tube heat exchanger parameters (N, P,/Pi, PilD, SID, Pdl 
Xf, PJS). Since the correlation by Kim et al. (1997) is limited 
to the following constraints, N = 4, P,IP, = 1, PJXf = 1/4.083 
and Pr = 0.705 (air), the remaining control parameters are ReD, 
B, P,ID, SID, and PJS. As a result, at a fixed heat duty (B) 
and a prescribed geometry, the minimum of Ns with respect to 
ReD can be evaluated by solving dNJd ReD = 0 graphically, 
while the corresponding optimal ReDopt can be subsequently 
obtained. 

Results and Discussion 

Optimal Reynolds Number. Figure 2 illustrates an exam
ple of the Ns versus Reynolds number plot for the staggered 
and the in-line tube layout at a fixed heat duty and geometry. 
NS,H (NS,F) decreases (increases) with an increase in ReD for the 
staggered layout (bold curves) and the in-line layout (dashed 
curves). Notably, both the Nsji and NsJ.- are greater for staggered 

layout than for the in-line layout, thereby giving a higher Ns 

for the former. The minimum entropy generation number (and 
hence the optimum Reynolds number) are read out from the 
figure. The results are, for staggered layout, Re D.opt 3065 and 
A'.v.miu = 4.34 X 10~3; and for in-line layout, ReB,opt = 3020 and 
M.min = 7.56 X 10"4. Although the Ns_mi„ is five times higher 
for the staggered layout, the corresponding ReDop,'s are alike. 

In the following discussion we will focus on the effects of 
the heat duty and geometry of tube-and-fin heat exchanger on 
the ReD,opt and A/.,,min. 

Effects of Heat Duty and Geometry. Figures 3(a) and 
3(b) depict the ReD,opt and NsMtx versus B plot, with P,ID as a 
parameter. Notably, a greater B value increases only the fluid 
flow rather than heat transfer irreversibility (Eqs. (9)) that fa
vors lower flow velocity. The ReDopt is thereby reduced. The 
total amount of irreversibility increases with B, as evidenced 
by the greater A(,.,m,n in Fig. 3(b). 

An increase in tube spacing (PilD) would markedly reduce 
NSiH, since the fin area increases accordingly. On the other hand, 
owing to the same reasoning, the effects on NS,F is relatively 
less. As a result, the system favors a greater Reynolds number 
for delivering more heat by paying for a similar pressure drop, 
which leads to a less ReDop, and a lower Nsmhl at elevated Ptl 
D. 

Figures 4(a) and 4(b) illustrate the effects of fin spacing 
(S/D) and wave height (PJS). Larger SID leads to a higher 
ReD,opt and a (slightly) less A(,,mi„. This is attributed to the lesser 
pressure drop (with NS,F) at the greater fin spacing. The influ
ence on heat transfer is insignificant since the total heat transfer 
area is almost unchanged. Consequently, a smaller NSiF and 
nearly constantNsM at elevated S/D yields a greater ReDop, and 
a smaller NSMin. However, the effect is relatively insignificant 
as compared to those depicted in Fig. 3. 

A larger wave height (PJS) would lead to a higher ReD,op, 
and a greater Ntmin for staggered layout, but has no effect on 
in-line layout. For a staggered layout, a larger PJS at fixed S/ 
D (with all the other geometrical factors fixed) implies a lesser 
fin spacing (S) with a lesser tube diameter (D). The effects of 
the latter is more important than that of the former, and the net 
result is to give an increasing NSi„. Furthermore, the effect on 
Ns-F is almost negligible. This corresponds to the higher Re0 opt 

and NsMn noted in Fig. 4. Once again, as compared with Fig. 
3, the influence is as well relatively small. 
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Fig. 3(a) ReD,opt versus B plot with P,ID as a parameter. Pr = 0.705, N 
= 4, P,/P, = 2, S/D = 0.32, PJX, = 1/4.083, PJS = 0.5. 
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Fig. 3 (b ) Ws mln versus B plot with P,/D as a parameter. Pr = 0.705, W •• 
4, P,IP, = 2, S/D = 0.32, PJX, = 1/4.083, P„/S = 0.5. 

For the in-line layout, however, the only significant geometri
cal factor in Kim et al.'s (1997) correlation for the Nusselt 
number is S/D, not PJS. As a result, we found no dependence 
of PJS on data depicted in Fig. 4. 

On the basis of the second-law analysis, at a fixed heat duty, 
a herringbone wave plate fin-and-tube heat exchanger of an in
line layout with a large P,/D was recommended. On the other 
hand, the effects of PJS and S/D are insignificant over the 
range where Kim et al.'s correlation is valid. However, inas
much as the range for S/D (0.318 to 0.33) covered by their 
correlation is relatively narrow (four percent), the significance 
of changing S/D over a wide range remains unclear. 

Conclusions 
Second-law analysis on herringbone wave plate fin-and-tube 

heat exchanger was conducted on the basis of correlations pro
posed by Kim et al. (1997), from which the entropy generation 
rate was evaluated. Increase in the fluid velocity not only en
hances heat transfer rate (reduces heat transfer irreversibility) 
but also raises the pressure drop (increases fluid flow irrevers-
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Fig. 4(a) Re0,opt versus S/D plot with PJS as a parameter. 8 = 1 
1 0 " , Pr = 0.705, W = 4, P,/P, = 1, P,ID = 2, PJX, = 1/4.083. 
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Fig. 4(b) N. „,,„ versus S/D plot with PJS as a parameter. B = 1 x10 - 1 2 , 
Pr = 0.705, W = 4, P,1P, = 1, P,/D = 2, PJX, = 1/4.083. 

ibility). An optimum Reynolds number thereby exists over wide 
operating conditions. On the basis of second-law analysis, at 
a fixed heat duty, the in-line layout with a large PJD was 
recommended. Effects of PJS and SID are insignificant over 
the range where Kim et al.'s correlation is valid. This last con
clusion requires further investigation inasmuch as their correla
tion is valid over a narrow range of SID. 
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Journal of 
Heat Transfer iscussion 

Analysis of Matrix Heat Exchanger Perfor
mance1 

V. Ahuja2 and R. K. Green3. Recently, a new numerical 
scheme for solving the equations governing matrix heat ex
changer thermal performance was published in this journal. It 
was found that this scheme does not include the full effect of 
longitudinal heat transfer in the said heat exchangers. This 
effect is demonstrated by correcting the parameter related to 
longitudinal heat transfer in the approximate analytical solution 
for the balanced flow case and finding it to deviate considerably 
from the numerically calculated result. 
Nomenclature 

Acr — 

Afr = 
b = 
C = 
c„ = 
Ga = 
G = 

H{ = 
fcax ~ 

K = 
opiate 

ks 

m 
n 

Ntu 
P 
s 
U 

W 
P 
6 
\ 

K 
v 

heat transfer surface area, m2 

spacer area, m2 

frontal area, m2 

separator width, m 
mcp, J /s -K 
specific heat, fluid, J/kg • K 
fluid mass velocity in perforation, kg/s-m2 

G„p, fluid mass velocity in header, kg/s-m2 

fin height, m 
axial conductivity, W/m • K 
conductivity, perforated plate, W/m • K 
conductivity, plate material, W/m • K 
conductivity, spacer material, W/m-K 
mass flow rate, kg/s 
number of plates in matrix heat exchanger 
Number of transfer units 
plate porosity 
separator thickness, m 
overall heat transfer coefficient, W/m2-
Plate width, m 
surface area per unit volume, m2/m3 

plate thickness, m 
overall axial conduction parameter, Eq. 
plate conduction parameter, Eq. (5) 
heat capacity rate ratio 

• K 

(3) 

= Ntu p , , /NtUj l/.' 

Subscripts 

D = design 
eff = effective 
/ = fluid 
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/ = channel number (1 or 2) 
o = overall 
p = plate (perforated) 

Review 

Venkatarathnam and Sarangi (1991) derived equations gov
erning the heat transfer in a matrix heat exchanger. These equa
tions were reduced to two second-order ordinary differential 
equations and four algebraic equations describing the energy 
balance and heat transfer for every plate, based on the assump
tion that the axial temperature gradient in the plate is negligible 
and hence the full temperature drop takes place across the 
spacer. They describe a new numerical scheme to solve these 
equations. This analysis accounts for the discrete plate-spacer 
pair set structure of the matrix heat exchanger, and nonunity fin 
effectiveness. Details of this work and a listing of the program 
incorporating this numerical scheme are covered in Venkatar-
athnam's Ph.D. thesis (1991). 

Venkatarathnam (1996) has subsequently published an ap
proximate analytical solution for the matrix heat exchanger gov
erning equations. The approximate analytical solution for the 
equations for energy balance and heat transfer, accounting for 
the heat transfer coefficient, axial conduction, number of plates, 
and fin effectiveness in the matrix heat exchangers, for balanced 
flow is shown in Eq. (1). 

NtUrff = 

n ( l - « i ) ( l -a2) 
(1) 

\ « (1 - a , ) ( l - a 2 ) + 1 - a , a 2 + ( l - a i ) ( l - a 2 ) / N t u F 
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KbW 
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nsC 

and NtUp0, the overall plate Ntu, is defined as 

1 = \_ 1 
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Fig. 1 Perforated plate and spacer dimensions 

Plate and spacer dimensions relevant to these equations are 
shown in Fig. 1. 

Longitudinal Conduction 
The control volume for which the energy balance is consid

ered for deriving the governing equations does not include the 
area over which longitudinal conduction occurs other than the 
separator. The axial conduction parameter defined in Eq. (3) 
incorporates a spacer area equivalent only to that of the separa
tor (bW). The parameters \, and \ s = rik are derived from the 
energy balance for the separator, for the numerical solution. 
Venkatarathnam has then applied X to the approximate analyti
cal solution as the overall axial conduction parameter to account 
for axial conduction as done by Kroeger (1969). However, 
Kroeger has used the overall axial conductivity and total area 
for axial conduction to define this axial conduction parameter 
\ as 

\ = 
n(6 + s)C 

where 

k = 
"'OX 

S + s 

8 s_ 

opiate *\s 

(8) 

(9) 

Venkatarathnam's use of \ thus represents a small proportion 
of the area over which axial conduction occurs, and the net 
axial conductivity. The effect of taking \ from (3) or (8) is 
shown in Fig. 2. 

Venkatarathnam's results were presented as Ntueff versus 
NtuD graphs for constant <f> and \ . A matrix heat exchanger of 
given geometry at one flow condition would represent a single 
point on such a graph. Figure 2 shows Ntueff versus NtuD plotted 
for given constant geometric parameters. Venkatarathnam's ap-

1 

90 110 130 150 170 190 
NtuD 

Fig. 2 Ntue„ versus NtuD for a: Venkatarathnam, analytical; b: Venkatar
athnam, numerical; c: analytical, using X from (8); d: numerical, using \ 
from (8); e: analytical solution using Fleming's (1969) equation for fin 
effectiveness and Kroeger's method for longitudinal conduction 

Fig. 3 Ntuefl versus NtuD for a: Venkatarathnam, analytical with \p = °°; 
b: this work, with finite values for kp; c: Venkatarathnam, numerical; d: 
analytical solution using Fleming's equation for fin effectiveness and 
Kroeger's method for longitudinal conduction 

proximate analytical and numerical solutions only show agree
ment provided \ is calculated for the separator alone. If X. is 
taken as the overall axial conduction parameter, the approximate 
analytical solution deviates considerably from the numerical 
solution. As to whether the numerical solution can take into 
account axial conduction in the heat exchanger body other than 
in the separator is uncertain. 

The source code of the program incorporating Venkatarath
nam' s numerical solution for the energy balance and heat trans
fer equations, as presented in his thesis, does not run. A running 
version of the program in his thesis was obtained through corre
spondence with the author (1995). He stated that the program 
included in his thesis is a pared down version of a larger pro
gram and suggested changes to the listed source code. The 
modified version gives results which concur with the graphs 
presented in his various papers and thesis. However, the modi
fied version still produces absurd results (negative values of 
NtUeff) if the axial conduction parameter is proportionately 
higher than some undefined limit. An example of this is shown 
in Fig. 2, by taking a value of \ comparable to that from (8) 
for the numerical solution. The efficacy of this numerical solu
tion and associated program is thus questionable. 

Lateral Conduction 
Venkatarathnam has used the simplification of neglecting 

transverse resistance in the separator by assuming the plate 
conduction parameter kp = oo. Thus for a, = a2 

Ntuei 
«(1 — a,) 

n \ ( l - a,-) + (1 + a,) + 
(1 - « , ) 

NtuDO 

(10) 

and from 

NtuD = n 
1 

Ntu, ' / . ] 

Ntu,,,-

Ntti/,2 

2NtuD 

1 
+ — 

3 _T 3fc,<5 
Ntu„0 = - Ntu„, = — -

"° 2 '•' 2GoPc„H} 

(11) 

(12) 

(13) 

The effect of taking \, = oo is shown in Fig. 3. The convection 
heat transfer coefficients for the matrix heat exchanger are much 
higher than those normally associated with gaseous heat transfer 
media. It is apparent that the simplification of \p = oo may not 
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be justifiable for the low Reynolds number flows which are 
characteristic of matrix heat exchangers. 

Sizing Equation 

The analytical solution for the balanced flow case lends itself 
to further simplification. For design purposes a sizing equation 
can be derived from Eq. (1) by re-arranging the terms and 
solving by substitution. The sizing equation gives the surface 
area required for any known desired Ntu. From (1), (2) , (8) , 
and (13), neglecting conduction resistance 

NtUeff = 
kmAcr 1 + e-NI"fi , 2GoPcpHj 

(14) 

(6 + s)C 1 - e~ 

Taking the number of plates as 

3k„8 

n = PAfr6 ' 
(15) 

Eq. (14) can be solved as 

A = ,2lanh"'(-Aj9«/Gc ) 
k A 

(6 + s)C 

+ 
i > " / 

3kp8 
/3WHf6NtuM. (16) 

If conduction resistance is included then 

Ntu„„ = — r 
3kp6W 

c(-'+3(TTf 
(17) 

giving 

A = e2«mh-'(.-hfiS/Gcp) + 

GHfiA lHt + 3 

(6 + s)C 

1 -p 

1 +p 

3k,,8 
0W Hf6Ntue[!. (18) 

Conclusion 

The new numerical scheme developed by Venkatarathnam 
and Sarangi (1991) for solving the equations governing heat 
transfer in matrix heat exchangers has been shown to neglect 
the full effect of longitudinal heat transfer. The efficacy of the 
program listing available in open literature, which incorporates 
this numerical scheme, is questionable. It is recommended that 
for matrix heat exchanger performance analysis, the analytical 
solution be used with the corrected axial conduction parameter. 

References 
Fleming, R. B., 1969, "A compact perforated plate heat exchanger," Advances 

in Cryogenic Engineering, Vol. 14, pp. 197-204. 
Kroeger, P. G„ 1967, "Performance deterioration in high effectiveness heat 

exchangers due to axial conduction effects," Advances in Cryogenic Engineering, 
Vol. 12, pp. 363-372. 

Venkatarathnam, G., 1991, "Matrix heat exchangers," Ph.D. thesis, Indian 
Institute of Technology, Kharagpur, India. 

Venkatarathnam, G., 1995, private correspondence, Indian Institute of Technol
ogy, Madras, India. 

Venkatarathnam, G., 1996, "Effectiveness W,„ relationship in perforated plate 
matrix heat exchangers," Cryogenics, Vol. 36, No. 4, pp. 235-241. 

Venkatarathnam, G. and Sarangi, S., 1991, "Analysis of Matrix Heat Exchanger 
Performance," ASME JOURNAL OF HEAT TRANSFER, Vol. 113, pp. 830-836. 

Authors' Closure 

Vikas Ahuja has discussed the need to include the full cross-
sectional area of the walls that separate the streams from the 
environment as well as that which separates the streams from 
one another in calculating the longitudinal conduction parameter 
originally presented by the authors. He has also raised some 
points on the accuracy of the work. The salient features of the 
methods proposed by us are reviewed and the points raised by 
Ahuja have been answered in this closure. 

Introduction 

Ahuja has compared the effective number of transfer units 
(effectiveness) estimated using a numerical scheme presented 
by the authors in the Journal of Heat Transfer (Venkatarathnam 
and Sarangi, 1991) and an analytical solution presented by Ven
katarathnam (Venkatarathnam, 1996) recently in Cryogenics. 
The main point raised by Ahuja is that the definition of the 
longitudinal heat conduction parameter should include the total 
foot print area of the low conductivity spacer that separates the 
copper perforated plates, and not the area of the wall that sepa
rates the two streams alone, as defined in our paper. He has 
also compared the performance when the lateral resistance of 
the wall is neglected, and has stressed the need for accounting 
for the same. The points raised by Ahuja are answered in this 
closure. 

Longitudinal Heat Conduction 
The walls of the perforated plate matrix heat exchanger are 

formed by bonding a stack of alternating low thermal conductiv
ity (plastic/stainless steel) spacers and copper perforated plates 
to form a monolithic block (Fig. 1). The walls that separate 
the streams from the environment and that which separate the 
two streams are thus interconnected. In deriving the governing 
equations, it was assumed that the longitudinal heat conduction 
occurs only through the walls that separate the streams, to sim
plify the analysis. This assumption has been made by many 
workers (Kroeger, 1967) who have studied the performance 
degradation due to longitudinal heat conduction through the 
walls of heat exchangers. These assumptions are meant only to 
simplify the analysis and make the problem tractable. While 
analyzing the performance of any real heat exchanger it is neces
sary to take the longitudinal heat conduction through all the 
walls. In most cases, the performance of the heat exchanger will 
be slightly underpredicted if the longitudinal heat conduction 
through the outer walls is accounted for by adding the cross-
sectional areas of the outer and inner walls, and assuming that 
all the longitudinal heat conduction occurs only through the 
inner wall alone (Narayanan, 1997). 

It is well known that the longitudinal heat conduction parame
ter should be estimated using the area of all the walls of any 
exchanger, including perforated plate matrix heat exchangers. 
To demonstrate the basic principles of heat exchangers, Mills 
(1996) used the total foot print area to evaluate the longitudinal 
heat conduction parameter and predict the performance degrada
tion due to longitudinal heat conduction in perforated plate heat 
exchangers. Thus, the suggestion made by Ahuja is not new. 

Figure 2 shows the temperature profile in the wall separating 
the streams. Because of the small thickness of the copper perfo
rated plates (typically 0.2 to 1.0 mm thick), the temperature of 
any copper perforated plate will essentially be uniform in the 
longitudinal direction (Sarangi and Barclay, 1984, Venkatarath
nam and Sarangi, 1991). The total temperature drop across the 
wall is almost totally sustained by the low conductivity (plastic 
or stainless steel) spacers separating the copper perforated 
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be justifiable for the low Reynolds number flows which are 
characteristic of matrix heat exchangers. 

Sizing Equation 

The analytical solution for the balanced flow case lends itself 
to further simplification. For design purposes a sizing equation 
can be derived from Eq. (1) by re-arranging the terms and 
solving by substitution. The sizing equation gives the surface 
area required for any known desired Ntu. From (1), (2) , (8) , 
and (13), neglecting conduction resistance 
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kmAcr 1 + e-NI"fi , 2GoPcpHj 
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giving 

A = e2«mh-'(.-hfiS/Gcp) + 

GHfiA lHt + 3 

(6 + s)C 

1 -p 

1 +p 

3k,,8 
0W Hf6Ntue[!. (18) 

Conclusion 

The new numerical scheme developed by Venkatarathnam 
and Sarangi (1991) for solving the equations governing heat 
transfer in matrix heat exchangers has been shown to neglect 
the full effect of longitudinal heat transfer. The efficacy of the 
program listing available in open literature, which incorporates 
this numerical scheme, is questionable. It is recommended that 
for matrix heat exchanger performance analysis, the analytical 
solution be used with the corrected axial conduction parameter. 
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Authors' Closure 

Vikas Ahuja has discussed the need to include the full cross-
sectional area of the walls that separate the streams from the 
environment as well as that which separates the streams from 
one another in calculating the longitudinal conduction parameter 
originally presented by the authors. He has also raised some 
points on the accuracy of the work. The salient features of the 
methods proposed by us are reviewed and the points raised by 
Ahuja have been answered in this closure. 

Introduction 

Ahuja has compared the effective number of transfer units 
(effectiveness) estimated using a numerical scheme presented 
by the authors in the Journal of Heat Transfer (Venkatarathnam 
and Sarangi, 1991) and an analytical solution presented by Ven
katarathnam (Venkatarathnam, 1996) recently in Cryogenics. 
The main point raised by Ahuja is that the definition of the 
longitudinal heat conduction parameter should include the total 
foot print area of the low conductivity spacer that separates the 
copper perforated plates, and not the area of the wall that sepa
rates the two streams alone, as defined in our paper. He has 
also compared the performance when the lateral resistance of 
the wall is neglected, and has stressed the need for accounting 
for the same. The points raised by Ahuja are answered in this 
closure. 

Longitudinal Heat Conduction 
The walls of the perforated plate matrix heat exchanger are 

formed by bonding a stack of alternating low thermal conductiv
ity (plastic/stainless steel) spacers and copper perforated plates 
to form a monolithic block (Fig. 1). The walls that separate 
the streams from the environment and that which separate the 
two streams are thus interconnected. In deriving the governing 
equations, it was assumed that the longitudinal heat conduction 
occurs only through the walls that separate the streams, to sim
plify the analysis. This assumption has been made by many 
workers (Kroeger, 1967) who have studied the performance 
degradation due to longitudinal heat conduction through the 
walls of heat exchangers. These assumptions are meant only to 
simplify the analysis and make the problem tractable. While 
analyzing the performance of any real heat exchanger it is neces
sary to take the longitudinal heat conduction through all the 
walls. In most cases, the performance of the heat exchanger will 
be slightly underpredicted if the longitudinal heat conduction 
through the outer walls is accounted for by adding the cross-
sectional areas of the outer and inner walls, and assuming that 
all the longitudinal heat conduction occurs only through the 
inner wall alone (Narayanan, 1997). 

It is well known that the longitudinal heat conduction parame
ter should be estimated using the area of all the walls of any 
exchanger, including perforated plate matrix heat exchangers. 
To demonstrate the basic principles of heat exchangers, Mills 
(1996) used the total foot print area to evaluate the longitudinal 
heat conduction parameter and predict the performance degrada
tion due to longitudinal heat conduction in perforated plate heat 
exchangers. Thus, the suggestion made by Ahuja is not new. 

Figure 2 shows the temperature profile in the wall separating 
the streams. Because of the small thickness of the copper perfo
rated plates (typically 0.2 to 1.0 mm thick), the temperature of 
any copper perforated plate will essentially be uniform in the 
longitudinal direction (Sarangi and Barclay, 1984, Venkatarath
nam and Sarangi, 1991). The total temperature drop across the 
wall is almost totally sustained by the low conductivity (plastic 
or stainless steel) spacers separating the copper perforated 
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plates. Therefore, it is appropriate to define the longitudinal 
heat conduction parameter in terms of the resistance of the 
insulating spacers only. The step-wise temperature profile in 
the wall also makes it unique, and makes the performance of 
the perforated plate matrix heat exchangers a strong function 
of the number of perforated plates in the exchanger. 

Ahuja has suggested the use of combined resistance of both 
the copper and stainless steel/plastic spacers in evaluating the 
longitudinal and lateral thermal resistance of the walls. This 
approach is, as such, very old and had been used by all Russian 
workers in the past, who considered the matrix heat exchanger 
to be a normal heat exchanger with the perforated plates serving 
as fins and with the wall having different thermal conductivity 
in the lateral and longitudinal directions, without due consider
ation to the stepwise temperature profile, and the effect of finite 
number of plates in the heat exchanger. A detailed discussion 
on the papers that adopted such an approach has been presented 
elsewhere (Venkatarathnam and Sarangi, 1990, 1991). The im
portance of our approach in considering the step-wise tempera
ture profile and the effect of finite number of plate-spacer pairs 
has been recognized by other workers not only for estimating 
the steady-state performance but also for reducing the transient 
test data (Rodrigues and Mills, 1988). 

In any case, when the longitudinal heat conduction parameter 
is estimated using the total resistance of the plate, the perfor
mance of the heat exchanger must decrease only marginally 
and not as shown by Ahuja in his discussion (Fig. 2) because 
of the large difference in the magnitude of thermal conductivity 
of copper and stainless steel/plastics. In that figure Ahuja com
pared the performance using the method suggested by us but 
using only the area of the inner wall with that using the entire 
wall area and the combined resistance of the plates and spacers 
and arrived at the wrong conclusion that the longitudinal heat 
conduction parameter defined by us needs a correction. It is our 
belief that the step-wise temperature profile should be taken 
into account, while defining the longitudinal and lateral heat 
conduction parameters. 

Lateral Heat Conduction Through the Wall 

Ahuja states that we have used the simplification of neglect
ing the lateral (transverse) resistance of the separating wall, 
by assuming that the plate conduction parameter Ip = Y. The 
accompanying equations (Eqs. ( l ) - ( 4 ) of Ahuja) derived by 
us and presented by Ahuja do contain the expressions for effec
tive number of transfer units (effectiveness) as a function of 
lp! The resistance of the perforated plate as well as that of the 
wall was neglected by Sarangi and Barclay (1984) and was not 
in any of our subsequent papers as mentioned by Ahuja. The 
main contribution of our paper in this Journal (Venkatarathnam 
and Sarangi, 1991) was in accounting for all the resistances 
and the finite number of plate-spacer pairs in the heat exchanger 
including the above resistances, and suggesting a numerical 
scheme for solving all the differential equations simultaneously. 
The conclusion of Ahuja that the lateral thermal resistance of 
the wall has been neglected by us is thus misplaced. 

Ahuja showed the importance of not neglecting the lateral 
thermal resistance of the wall (Fig. 3 of Ahuj a). It is well known 
that the resistances normally neglected in low effectiveness heat 
exchangers, such as longitudinal heat conduction, cannot be 
neglected in high effectiveness heat exchangers. No serious 
worker will ever ignore this effect if his analysis or experiment 
is aimed at a precision finer than this effect. Still, Dr. Ahuja's 
reminder can benefit new entrants to the field. 

Numerical Method for Solving the Differential Equations 

Ahuja has questioned the efficacy of the computer program 
that incorporates the numerical method suggested by us to solve 
the set of differential equations. The numerical method was 

suggested and tested by us for a large number of practical cases. 
Ahuja's study (Fig. 2 of Ahuja) shows that our program did 
work well and the results with our numerical method (program) 
were comparable to that obtained with our analytical methods 
suggested more recently and did not work only for modifications 
made by him. Also, Ahuja states that the program produces 
wrong results if the longitudinal heat conduction parameter is 
large. The main reason for providing a large number of low 
conductivity spacers is to reduce the longitudinal heat conduc
tion! The program in question is a part of the Ph.D. thesis of 
Venkatarathnam and is not a part of the paper presented by us 
in this Journal. As stated by Ahuja, it is a reduced version of 
the program that was originally developed by us. 

Sizing of the Heat Exchanger 
Ahuja presented a simple equation for determining the heat 

transfer area of the heat exchanger. Using this equation (Eq. 
(18) of Ahuja), it is possible to determine the total heat transfer 
area, provided the exchanger height and width are known, and 
the exchanger is assumed to be of balanced design (equal ther
mal resistance on either side). The sizing of a perforated plate 
exchanger essentially involves determining the height, width, 
and length (number of plates) of the heat exchanger. This infor
mation required in Eq. (18) of Ahuja is therefore not known 
in advance! Also, the thermal resistance will never be the same 
on the two sides since the thermal resistance of the cold (low-
pressure) stream is always much larger than that of the hot 
(high-pressure) stream for perforated plate exchangers used in 
any cryogenic system. The determination of the height, width, 
and number of plates of a perforated plate matrix heat exchanger 
is somewhat more difficult than the method suggested by Ahuja. 
An analytical method for determining the size of a matrix heat 
exchanger of unbalanced design, based on the Lagrangian opti
mization technique, has recently been presented by Venkatar
athnam (1997). 

Conclusions 
Most of the suggestions made by Ahuja are those available 

in standard text books, or those already made by other workers 
in the past. 

Since the thermal gradient between the two ends of the heat 
exchanger is sustained by the insulating spacers, the longitudinal 
heat conduction parameter should be based on the thermal resis
tance of the spacers only. Similarly, since negligible lateral heat 
transfer takes place through the spacers, it is appropriate to 
define the lateral heat conduction parameter in terms of the 
conduction resistance of the perforated plates. 

The doubts raised by Ahuja regarding assuming the conduc
tion resistance of the plates to be negligible is applicable only 
to the work of Sarangi and Barclay (1984) presented in an 
ASME conference and not applicable to our work published 
subsequently in this Journal. In fact, that is the very basis of 
the work presented in this Journal. It should be pointed out that 
the work of Sarangi and Barclay (1984) aimed at studying the 
effect of a finite number of plates. It would have been unwise 
of them to include the finite plate conductivity which would 
have eclipsed the effect they were studying. 

Closed-form analytical solutions are always preferable to any 
numerical method, even if they are slightly less accurate for any 
preliminary study. Hence, it is recommended that the analytical 
solutions presented by us (Venkatarathnam, 1996) be used for 
quick design and optimization studies only, and not for precision 
work as suggested by Ahuja. For final design work and when 
the variation of properties of the fluid with temperature is large 
(as in cryogenic systems), it is recommended that the numerical 
approach presented by us in this Journal (Venkatarathnam and 
Sarangi, 1991) be used. 

The data presented by Ahuja do not raise any questions re
garding the efficacy of the program presented in the thesis of 
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Fig. 1 Schematic of a perforated plate matrix heat exchanger 
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Fig. 2 Longitudinal section of a matrix heat exchanger. Inset © shows the control 
volume for energy balance in the plates and inset © that in the separating wall. 
Figure © shows the temperature profile along the centerline. 

one of the authors. The Journal space may be better utilized to 
discuss serious technical issues than a trivial problem encoun
tered while modifying and using a reduced version program 
presented in the appendix of a Ph.D. thesis, particularly when 
the complete program was made available to whoever asked 
for it. 
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